Renormalization-group treatment of the critical dynamics of superfluid helium, the isotropic antiferromagnet, and the easy-plane ferromagnet
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Phenomenological models with "planar-spin" and "antiferromagnetic" dynamics are introduced, and their critical behavior is analyzed using renormalization-group methods. Dynamic scaling is shown to hold for these models to all orders in $\epsilon = 4 - d$, and the dynamic exponents are expressed entirely in terms of static exponents, in agreement with earlier phenomenological and mode-coupling theories. The magnitudes of the diverging transport and kinetic coefficients are expressed purely in terms of static properties and of universal constants which are calculated to second order in $\epsilon$. Matching conditions are proved between the characteristic frequencies above and below $T_c$, and the corresponding universal amplitude ratios are calculated to second order in $\epsilon$. The principal applications are to liquid helium and the Heisenberg antiferromagnet RbMnF$_3$, where the experimental exponents and amplitudes both agree reasonably well with theory. In the case of liquid helium ("asymmetric" case with $\alpha < 0$) the asymptotic critical behavior is somewhat masked by correction terms, due to the slow approach of the specific heat to its finite value at $T_c$. These correction terms are analyzed in detail, and a proposal is made for extracting the true asymptotic behavior from the data. The effects of other conserved fields such as the mass density and momentum in helium, and the energy density in the magnet, are considered, and shown to be irrelevant for the critical behavior of the order parameter.

I. INTRODUCTION

One of the principal achievements of the phenomenological scaling approach to critical phenomena\textsuperscript{1-25} was the prediction,\textsuperscript{4} and subsequent experimental verification,\textsuperscript{5} of a divergent thermal conductivity in liquid helium upon approaching the $\lambda$ point. The critical exponent for this divergence was determined in terms of the exponents for the superfluid density $\rho_s$ and the specific heat $C_p$. Moreover, the amplitude of the divergence and the detailed temperature dependence were found to be consistent with a "matching condition"\textsuperscript{6-8} between thermal diffusion and second sound. Subsequently, more accurate measurements\textsuperscript{7} at different pressures along the $\lambda$ line have cast some doubt on the precise validity of the matching condition, and of the scaling theory which lies at the basis of this condition, but these are at the very least excellent approximations to the true critical behavior. In addition, calculations based on "mode-mode coupling" theories\textsuperscript{9,10} have also yielded results consistent with dynamic scaling in liquid helium.

In the present paper the renormalization-group method\textsuperscript{10,11} is applied to a classical two-field planar-spin model\textsuperscript{12} whose dynamic critical behavior is expected to be identical to that of superfluid helium. The scaling picture, and the matching condition which follows from it, are found to hold exactly for the model in the limit as the temperature tends to $T_c$. The rate of approach to this asymptotic limit, however, is found to be anomalously slow in liquid helium, owing to the near-logarithmic singularity\textsuperscript{13} in the specific heat. Thus, as explained in detail below, there are perceptible corrections to the ideal critical behavior in the experimental range of measurement, as was in fact observed.\textsuperscript{7} The planar-spin model for liquid helium can also be applied to the critical dynamics of an anisotropic (easy-plane) ferromagnet.\textsuperscript{12,14} A related model, which represents the critical dynamics of the isotropic Heisenberg antiferromagnet\textsuperscript{15,14,16} is also discussed in this paper.

All the above models were introduced in an earlier Letter,\textsuperscript{15} where some features of the critical behavior were obtained. The models involve two coupled fields—a vector order parameter $\Psi$ which is not conserved, and a conserved density $m$. There is, however, a difference with case $C$ of the time-dependent Ginzburg-Landau model discussed by Halperin, Hohenberg, and Ma\textsuperscript{11} (HMM), in that the conserved quantity $M = \int d^4x m(x)$ is now an infinitesimal generator for rotations of the order parameter $\Psi$, in a sense
which will be made more precise below. This property leads to the existence of propagating hydrodynamic modes in the ordered phase,\textsuperscript{14} whereas model C contains purely relaxational modes, both above and below \( T_c \).\textsuperscript{11}

In the easy-plane ferromagnet the field \( \psi \) is a two-component vector (or complex scalar) corresponding to the magnetization in the plane, while \( M \) is a real scalar corresponding to the magnetization in a direction perpendicular to the plane. In the case where the field \( H_s \) conjugate to \( M \) is zero, we have \( \langle M \rangle = 0 \), which we shall refer to as the “symmetric planar-spin model,” denoted model \( E \). For finite field \( H_s \), the symmetry between \( M \) and \( -M \) is lost, and the system will be referred to as model \( F \), or the “asymmetric planar-spin model.” Liquid helium belongs to this latter class, the order parameter \( \psi \) being the expectation value of the complex Bose field, and the conserved field \( M \) a linear combination of the energy and particle number.

In the isotropic antiferromagnet,\textsuperscript{12, 15} or model \( G \), \( \tilde{\psi} \) is a three-component vector representing the staggered magnetization, while \( \tilde{M} \) is also a three-component vector, representing the total magnetization. Besides the planar-spin and antiferromagnetic models of the present paper, and the time-dependent Ginzburg-Landau models,\textsuperscript{11} a number of other dynamical models have been treated by renormalization-group methods.\textsuperscript{12, 15-19} These are summarized in Table I.

For all the two-field models we consider here (models \( E-G \)), the property of dynamic scaling\textsuperscript{4, 5} may be proved to all orders in the parameter \( \epsilon = 4-d \), where \( d \) is the dimensionality. Moreover, the dynamic exponents are expressible purely in terms of static exponents, in complete accord with earlier phenomenological and mode-mode coupling theories.\textsuperscript{4, 5, 8, 20, 21} For the asymmetric planar-spin model, and in particular for liquid helium, we find different results for the asymptotic critical behavior, in the case where the specific heat is divergent (\( \alpha > 0 \)), and in the case where it is finite (\( \alpha < 0 \)), as was indeed predicted by the earlier theories.\textsuperscript{4, 5, 8} In the present work we consider in addition corrections to the leading singularities, which reflect the slow approach of the specific heat to its asymptotic limit, and are

| Table I. Summary of dynamical models. |

<table>
<thead>
<tr>
<th>System</th>
<th>Designation</th>
<th>( n )</th>
<th>Nonconserved fields</th>
<th>Conserved fields</th>
<th>( \epsilon, \xi )</th>
<th>( \psi, m )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-dependent</td>
<td>( A )</td>
<td>( n )</td>
<td>( \psi )</td>
<td>none</td>
<td>none</td>
<td>{ \psi, m }</td>
<td>11, 18</td>
</tr>
<tr>
<td>Ginzburg-Landau models</td>
<td>( B )</td>
<td>( n )</td>
<td>none</td>
<td>( \psi )</td>
<td>none</td>
<td>none</td>
<td></td>
</tr>
<tr>
<td>( C )</td>
<td>( n )</td>
<td>( \psi )</td>
<td>( \xi )</td>
<td>( \psi, \xi )</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( D )</td>
<td>( n )</td>
<td>none</td>
<td>( \psi, \xi )</td>
<td>none</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-field planar-spin models</td>
<td>( E )</td>
<td>( 2 )</td>
<td>( \psi )</td>
<td>( m )</td>
<td>{ \psi, m }</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>( F )</td>
<td>( 2 )</td>
<td>( \psi )</td>
<td>( m )</td>
<td>{ \psi, m }</td>
<td>This work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-field planar-spin models</td>
<td>( E' )</td>
<td>( 2 )</td>
<td>( \psi )</td>
<td>( m, \xi )</td>
<td>{ \psi, m }</td>
<td>This work</td>
<td></td>
</tr>
<tr>
<td>( F' )</td>
<td>( 2 )</td>
<td>( \psi )</td>
<td>( m, \xi )</td>
<td>{ \psi, m }</td>
<td>This work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-field isotropic antiferromagnet</td>
<td>( G )</td>
<td>( 3 )</td>
<td>( \tilde{\psi} )</td>
<td>( \tilde{m} )</td>
<td>{ \tilde{\psi}, \tilde{m} }</td>
<td>12, 15</td>
<td></td>
</tr>
<tr>
<td>( G' )</td>
<td>( 3 )</td>
<td>( \tilde{\psi} )</td>
<td>( \tilde{m}, \xi )</td>
<td>{ \tilde{\psi}, \tilde{m} }</td>
<td>This work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluid</td>
<td>( H )</td>
<td>( 1 )</td>
<td>none</td>
<td>( \psi, j )</td>
<td>{ \psi, j }</td>
<td>12, 19</td>
<td></td>
</tr>
<tr>
<td>One-field isotropic ferromagnet</td>
<td>( J )</td>
<td>( 3 )</td>
<td>none</td>
<td>( \tilde{\psi} )</td>
<td>{ \tilde{\psi}, \tilde{\psi} }</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Two-field isotropic ferromagnet</td>
<td>( J' )</td>
<td>( 3 )</td>
<td>none</td>
<td>( \tilde{\psi}, \xi )</td>
<td>{ \tilde{\psi}, \tilde{\psi} }</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multicomponent Bose system</td>
<td>( K )</td>
<td>( n=2m )</td>
<td>( \psi_\alpha )</td>
<td>( \alpha = 1, \ldots, m )</td>
<td>( \rho_\alpha, \rho_\alpha \tilde{\alpha}, \nu_\alpha )</td>
<td>See Ref. 17</td>
<td></td>
</tr>
</tbody>
</table>
important in the experimental range of temperatures whenever \(|a|\) is small (e.g., <0.1). In all cases we predict divergent transport coefficients and a universal "matching condition" between the characteristic frequencies above and below \(T_s\), analogous to the one first proposed by Ferrel et al.\(^4\).

Associated with the universal matching condition there is a universal amplitude ratio, which is analogous to a critical exponent in that it is only a property of the specific fixed point reached, and not dependent on the details of the starting Hamiltonian. Unlike the dynamic exponents, however, the amplitude ratios are not expressible purely in terms of static properties; rather, they may be calculated in an \(\epsilon\) expansion\(^22\) for the different fixed points. Such a calculation of amplitude ratios has also recently been carried out by Gunton and Kawasaki\(^9\) from a mode-mode theory. Their results agree with ours in lowest order for model \(E\), but disagree for model \(F\).

Comparison of the calculated ratios with measured values\(^1\) in liquid helium is complicated by the presence of the aforementioned correction terms, which are estimated to lead to an effect of the order of (20–30)%. We have nevertheless carried out such a comparison in liquid helium (model \(F\)) and RbMnF\(_3\) (model \(G\)), for which experimental data are available,\(^7\) \(^23\), \(^24\) and find rather good agreement with the second-order \(\epsilon\) expansion. The \(\epsilon\) expansion appears to converge rather poorly, however, and the agreement may be fortuitous. A more important test of our predictions would result from a careful analysis of the experiments themselves, to see if they are consistent with universality.

A. Outline

In Sec. II the planar-spin models are introduced, and their hydrodynamic properties briefly discussed. Section III is devoted to an analysis of the dynamic renormalization group for both the symmetric and asymmetric cases. In the symmetric case (model \(E\)) the dynamic exponent is found to be \(z = 2 - \frac{1}{2} \epsilon = \frac{3}{2} d / 2\), while in the asymmetric case (model \(F\)), the dynamic exponent has the value \(z = \frac{3}{2} d + \frac{d}{2} / 2\), where \(d = \max(\alpha, 0)\). These exponent relations are then shown to be correct to all orders in \(\epsilon\), by analyzing the higher-order corrections to the recursion relations. Moreover, the dynamic scaling property and the frequency matching condition are also proved to all orders in \(\epsilon\), with the corresponding amplitude ratio expressed in terms of (universal) fixed-point parameters. In Sec. IV we discuss the relation of our two-field models to various magnetic Hamiltonians and to liquid helium, where additional quantities are conserved, such as energy and momentum. As mentioned above, liquid helium corresponds to model \(F\), and has a specific heat exponent which is nearly zero, but almost certainly negative,\(^12\) so that singular corrections to the leading singularities are never negligible in the experimental range. An analysis of the important correction terms arising from the recursion relations leads to a rather complicated temperature dependence for the diverging thermal conductivity above \(T_s\), and accounts semiquantitatively for the observed lack of universality.\(^7\) Model \(G\), for the antiferromagnet, is discussed in Sec. V. The results are compared with neutron scattering experiments\(^23\), \(^24\) on RbMnF\(_3\), where the characteristic frequencies for both the staggered magnetization (\(\psi\)) and the total magnetization (\(M\)) can be measured above and below \(T_s\). Section VI concludes with a detailed summary of the results of the present paper. Finally, a number of calculations are presented in the Appendixes: Appendix A discusses details to the hydrodynamics of models \(E\) and \(F\), while Appendix B describes the diagrammatic perturbation theory used to calculate the dynamic response functions for the planar-spin models. In Appendix C the recursions are solved in the asymmetric model for \(\alpha < 0\), and the principal corrections to scaling are found for this case. Appendix D contains the second-order calculation of the various experimentally observable amplitude ratios, for model \(E\), while Appendix E discusses the effects of energy conservation on the various models. Appendix F describes the modifications in the diagrammatic expansion for the case of the isotropic antiferromagnet (model \(G\)).

II. PLANAR-SPIN MODELS

Let us consider the following phenomenological model\(^12\):

\begin{equation}
\frac{\partial \psi}{\partial t} = -\frac{\alpha}{c_0} \frac{\delta F_0}{\delta \psi} - ig_0 \frac{\delta F_0}{\delta m} + \theta, \quad (2.1a)
\end{equation}

\begin{equation}
\frac{\partial m}{\partial t} = \lambda_0 \nabla^2 \frac{\delta F_0}{\delta m} + 2g_0 \text{Im} \left( \frac{\delta F_0}{\delta \psi} \psi^* + \frac{\delta F_0}{\delta \psi^*} \psi \right) + \xi, \quad (2.1b)
\end{equation}

\begin{equation}
F_0 = \int d^4x \left( \frac{1}{2} c_0 \bar{\psi} \psi + \frac{1}{4} c_0 \nabla \psi^2 \right)
+ \frac{1}{2} \bar{\psi} \gamma_0 \psi^2 + \frac{1}{2} \lambda_0 \nabla^2 \psi \psi^* + \frac{1}{2} \lambda_0 \nabla^2 \psi^* - \frac{1}{2} \lambda_0 \nabla^2 \psi^* - \frac{1}{2} \lambda_0 \nabla^2 \psi + \frac{1}{4} c_0 \nabla \psi \psi^* + \frac{1}{2} c_0 \nabla \bar{\psi} \psi + \frac{1}{2} c_0 \nabla \bar{\psi} \psi^* + c_0 \bar{\psi} \gamma_{\psi} \psi + c_0 \bar{\psi} \gamma_{\psi^*} \psi^* + c_0 \bar{\psi} \gamma_{\psi^*} \psi^* + c_0 \bar{\psi} \gamma_{\psi^*} \psi^* + c_0 \bar{\psi} \gamma_{\psi^*} \psi^* + c_0 \bar{\psi} \gamma_{\psi^*} \psi^*, \quad (2.1c)
\end{equation}

\begin{equation}
\langle \theta(x, t) \theta^*(x', t') \rangle = 4c_0^{-1} \text{Re} \Gamma_0 \delta(x - x') \delta(t - t'), \quad (2.1d)
\end{equation}

\begin{equation}
\langle \xi(x, t) \xi^*(x', t') \rangle = -2\lambda_0 \nabla^2 \delta(x - x') \delta(t - t'), \quad (2.1e)
\end{equation}

\begin{equation}
(\bar{\theta} \theta) = (\bar{\theta} \theta^*) = (\bar{\theta} \xi) = (\bar{\theta} \xi^*) = 0. \quad (2.1f)
\end{equation}
Here \( \psi(x, t) \) and \( m(x, t) \) are space- and time-dependent scalar fields with Fourier components \( k \leq \Lambda \), \( \psi \) being complex and \( m \) real, while \( \delta \) and \( \zeta \) are Gaussian noise sources. The parameters \( \tilde{r}_0, \tilde{a}_0, \chi_0, \nu_0, h_0, \kappa \), \( g_0 \), and \( \lambda_0 \) are real constants, while \( \Gamma_0 \) may be complex. The real part of \( \Gamma_0 \), as well as \( \lambda_0, \chi_0, \nu_0 \) and \( \kappa \), are assumed to be greater than zero. The constant \( \kappa \) determines the overall scale of \( \psi \) and is often chosen to be unity. In Eq. (2.1) and throughout this paper, a derivative with respect to \( \bar{\psi} \) or \( \psi^* \) is to be interpreted as

\[
\frac{\delta F_0}{\delta \bar{\psi}^*} = \frac{1}{2} \left( \frac{\delta F_0}{\delta \Re \psi} + i \frac{\delta F_0}{\delta \Im \psi} \right). \tag{2.2}
\]

In the general case where all constants are non-zero, we shall refer to the system described by (2.1) as model \( F \) or the asymmetric planar-spin model. In the special case where \( \Gamma_0 \) is real, and \( h_0 = \gamma_0 = 0 \), the system will be denoted as model \( E \), or the symmetric planar-spin model. The equations of motion are then invariant under the transformation \( m ightarrow -m \) and \( \psi ightarrow \psi^* \). For an anisotropic Heisenberg ferromagnet with an easy plane of magnetization (the \( x-y \) plane) this transformation corresponds to a rotation of all spins by 180° about the \( x \) axis, which will leave the equations of motion invariant if there is no external field \( H_x \) (see Sec. IV.A).

Another special case of (2.1) occurs if we set \( g_0 = 0 \), and take \( \Gamma_0 \) real; we then obtain case \( C \) of HHM, \(^{11}\) for \( n = 2 \) [in Ref. 11 the field \( m \) was denoted \( \tau \), \( \chi_0 \) was \( C_0 \), and \( h_0 \) was \( \delta \beta_0 \). In principle, one may add various higher-order terms to \( F_0 \), such as terms proportional to \( |\psi|^4 m^2 \), \( |\psi|^6 m^4 \), \( m^6 \), \( |\psi|^6 \), etc. Such terms turn out to be “irrelevant” in the renormalization-group sense \(^{10}\) for both statics and dynamics at long wavelengths, at least near \( d = 4 \). It is also possible to consider more complicated equations of motion (which need not be Markoffian) as discussed in Sec. IV and Appendix E.

We shall be interested in the response of our system to time-dependent applied fields coupling to \( \psi \) and \( m \). These fields are included in the equations of motion by adding to \( F_0 \) a perturbation \( F'_0 \) given by

\[
F'_0 = - \int d^4 x [\delta m(x, t) m(x, t) + \text{Re}[\delta \psi(x, t) \psi^*(x, t)]]. \tag{2.3}
\]

We may define the wave vector and frequency-dependent linear response functions \( \chi_\omega(k, \omega) \) and \( \chi_m(k, \omega) \) in the usual way, assuming that the system starts out at \( t = \infty \) in a thermal equilibrium state (defined below). These response functions are related by the fluctuation-dissipation theorem to time-dependent correlation functions for the system in the absence of applied fields.

Two properties of the equations of motion (2.1) deserve special emphasis. First, let us remark that \( m \) is a conserved quantity in the absence of a field \( h_0 \). When \( h_0 = 0 \), we have

\[
\text{Im} \left( \psi^* \frac{\delta F}{\delta \bar{\psi}^*} \right) = \nabla \cdot \text{Im}(\psi^* \nabla \psi). \tag{2.4}
\]

Furthermore, the noise source \( \zeta \) vanishes in the limit \( k \rightarrow 0 \), according to (2.1e), so that \( \zeta \) may be written as the divergence of a current. Thus Eq. (2.1b) may be written

\[
\frac{\partial m}{\partial t} = -\nabla \cdot j^m, \tag{2.5}
\]

and therefore \( M \), the space-integral of \( m \), is independent of time. Secondly, we note that the equations of motion are unchanged if \( \psi(x, t) \) is multiplied by any constant phase factor, \( e^{i \phi} \).

As discussed in Appendix A, in the absence of time-dependent applied fields there exists a time independent (equilibrium) state in which the probability density \( P(\psi, m) \) is the thermal equilibrium distribution

\[
P_{\text{eq}}(\psi, m) = Z^{-1} e^{-\frac{F_0[\psi, m]}{k_B T}}, \tag{2.6}
\]

\[
Z = \int e^{-\frac{F_0[\psi, m]}{k_B T}} d[\psi] d[m]. \tag{2.7}
\]

Since the field \( m \) enters \( F_0 \) only quadratically, the Gaussian integral in (2.7) can be performed to eliminate \( m \) from the equilibrium distribution (2.6). The remaining equilibrium probability distribution for \( \psi \) is then precisely the same as in the usual Ginzburg-Landau-Wilson \(^{10}\) model (for \( n = 2 \)) with shifted coefficients

\[
r_0 = \tilde{r}_0 - \gamma_0 \chi_0 \nu_0, \tag{2.8}
\]

\[
u_0 = \tilde{a}_0 - \frac{1}{2} \gamma_0 \chi_0 \nu_0. \tag{2.9}
\]

(See Ref. 11 for a more complete discussion of this point.) It follows that for appropriate choices of the parameters \( r_0 \) and \( u_0 \), the system will be at a critical point, characterized by the usual exponents and instantaneous correlations for a system with \( n = 2 \). For \( r_0 \) greater than its critical value the system will be in a “normal” or “paramagnetic” state (\( T > T_c \)), while for \( r_0 \) less than the critical value (\( T < T_c \)) the system will be in a “superfluid” phase characterized by long-range order for \( \psi \).

In the ordered phase, when the system has a continuous broken symmetry, it is convenient to choose a thermal equilibrium state in which the order parameter has a definite phase \( \phi \). If beginning at time \( t_0 \) we subject the system to a uni-
form time-dependent field $h_m(t)$ coupled to $m$, then the sole effect will be to rotate the phase $\varphi$ by the amount

$$\delta \varphi(t) = g_0 \int_{t_0}^{t} h_m(t')dt'. \quad (2.10)$$

Equation (2.10) expresses the fact, already mentioned in the Introduction, that $M = \int d^2 x m(x)$ is an infinitesimal generator for rotations of the order parameter $\Psi$. Alternatively, we may say that there exists a canonical, or “Poisson bracket” relation between $M$ and $\Psi$, since the equivalent equation in classical Hamiltonian mechanics, would be expressed by the Poisson bracket

$$\{\Psi, M\} = ig_0 \Psi, \quad (2.11)$$

where $g_0$ is a real nonzero constant.

Equation (2.11) has several important consequences, which are discussed in Appendix A. First, we can derive an equation of motion for the phase $\varphi(t)$ which is exact for the model, and is just the “Josephson equation” or “Landau acceleration equation” familiar in superfluid hydrodynamics. Secondly, an exact Ward identity can be obtained [Eq. (A9)], linking certain linear and nonlinear response functions. Finally, the coupling between $\varphi(t)$ and $m$ leads to the existence of spin waves in the ordered phase, with a linear dispersion relation

$$\omega_s(k) = c_s k + O(k^2), \quad (2.12)$$

$$c_s^2 = g_0^2 \rho_0 / \chi, \quad (2.13)$$

where $\chi$ is the susceptibility for the field $m$, and $\rho_0$ is a stiffness constant, analogous to the superfluid density in helium. These quantities are defined more precisely in Appendix A, where the derivation of Eq. (2.12) is outlined.

The spin waves dominate the spectrum of the correlations of both $\varphi$ and $m$ in the long-wavelength limit, below $T_c$. In the disordered phase ($T > T_c$), the only hydrodynamic mode is a (spin) diffusion mode

$$\omega_m(k) = (\lambda / \chi) k^2, \quad (2.14)$$

which dominates the correlation function $\chi_m(k, \omega)$ for the field $m$. The correlation function $\chi_s(k, \omega)$, on the other hand, has no hydrodynamic mode for $T > T_c$, since $\psi$ is not conserved. We may nonetheless define a characteristic frequency for $\psi$ and write it as

$$\omega_s(k) = \Gamma(k) / \chi_s(k), \quad (2.15)$$

where

$$\Gamma^{-1}(k) = \left. \frac{\delta \chi_s^{-1}(k, \omega)}{\delta (-i\omega)} \right|_{\omega=0} \quad (2.16)$$

The derivation of the above results, which is discussed in Appendix A, proceeds as for the easy-plane ferromagnet considered in Ref. 14. We remark that for the asymmetric model, $\Gamma(k)$ is in general complex, although $\Re \Gamma$ is always positive. It is convenient to use the symbol $\Gamma(T)$ for the value of $\Gamma$ at $k = 0$. We shall see that $\Gamma(T)$ diverges as $T \rightarrow T_c$ but not as fast as $\lambda_0$. Consequently, $\omega_s(k = 0)$ tends to zero at $T_c$, which is known as critical slowing down. \cite{5,11}

The thermodynamic derivatives $\chi$, $\rho_0$, and $\chi_s$, and the kinetic coefficients $\lambda$ and $\Gamma$ depend on the detailed form of the function $F_0$. [Eq. (2.1c)]. In Appendix B we show how these may be expressed formally as power series in the coupling constants $u_0$, $\varepsilon_0$, and $C_0$. For $u_0 = v_0 = g_0 = 0$ we have, of course, $\chi_s(k) = c_s^2 (r_0 + k^2)^{-1}$, $\chi = \chi_0$, $\lambda = \lambda_0$, and $\Gamma = \Gamma_0 a_0^{-1}$.

III. RENORMALIZATION GROUP

A. Lowest-order recursion relations

As mentioned in Sec. II the equilibrium properties of our model are the same as those of the Ginzburg-Landau-Wilson model \cite{7} [with parameters $r_0$ and $\varepsilon_0$ given by Eqs. (2.8) and (2.9)] and also of model C of HHM. We may thus discuss the static critical behavior by the usual renormalization-group transformation, involving integration over momentum shells, and a scale transformation

$$x \rightarrow x' = b^{-1} x, \quad (3.1a)$$

$$\psi \rightarrow \psi' = b^{-1} \psi, \quad (3.1b)$$

$$m \rightarrow m' = b^{-1} m \quad (3.1c)$$

(the constant $c$ was denoted $a_0$ in Ref. 11). In order to discuss the dynamic critical behavior, we also perform a scale transformation on the frequencies \cite{11}

$$\omega \rightarrow \omega' = b^\omega \quad (3.1d)$$

but we integrate intermediate frequencies from $-\infty$ to $\infty$ (i.e., we do not integrate over “frequency shells”). The frequency-dependent susceptibilities can be expressed via a diagrammatic expansion of the type introduced by Martin, Siglla, and Rose \cite{77} for treating classical dynamical systems. This formalism is slightly more complicated than the usual formalism of quantum-mechanical many-body theory, in that it introduces fictitious fields $\phi$ and $\bar{m}$, which must also be rescaled by appropriate powers of $b$ (see Appendix B).

In general, as soon as the renormalization group is applied, the equations of motion become extremely complicated—the new equations must be represented by interaction vertices of all orders...
in the fields $\psi$ and $m$, each one being a function of the wave vectors and frequencies of the attached propagators. Thus, at intermediate stages of the renormalization group, the equations of motion are non-Markovian, with interactions that are nonlocal in space as well. In the limit $\epsilon \to 0$, however, the higher-order vertices turn out to be negligible, and the lowest-order vertices may be taken to be constants. To first order in $\epsilon$, the renormalized equations of motion are then of the same form as the starting equations (2.1), but with altered parameters. The recursion relations thus obtained are the basis for our study of the critical dynamics.

The static parameters $u_i$, $r_i$, $\chi_i$, and $\chi_i$ satisfy the same recursion relations as in model C, namely, Eqs. (4.5)–(4.8) of HMM.11-28 (We also add an equation for $c_i$ which was not explicitly considered in Ref. 11.) Recursion relations, valid to lowest order in $\epsilon$, may also be obtained for the dynamic parameters $\Gamma_i$, $\lambda_i$, and $g_i$ (see Appendix B). It is convenient to introduce the quantities

$$v_i = K_d \rho_i \lambda_i \Lambda^{d-4},$$

$$f_i = K_d g_i \rho_i \lambda_i / \lambda_i \text{Re} \Gamma_i,$$

and

$$w_i = \Gamma_i \lambda_i / \lambda_i = w_i + iw_i'$$

which are independent of the overall scale of $m$.

In (3.2) and (3.3) $K_d = 2^{d-2} \pi^{-d/2} \Gamma(\frac{d}{2})^{-1}$ is the phase-space volume element in $d$ dimensions. The quantities $v_i$ and $f_i$ turn out to be of order $\epsilon$, while $w_i$ is of order unity, at the fixed point.

The recursion relations may now be written

$$r_{i+1} = b^{d-2a} \{ r_i + 8K_d \eta_i \{ \Lambda^{d-2} - 2n \ln b \},$$

$$c_{i+1} = b^{d-2a} c_i \{ 1 - O(w_i^2) \},$$

$$u_{i+1} = b^{d-2a} u_i \{ 1 - 40u_i^2 K_4 \ln b \},$$

$$\chi_i^{a_1} = b^{d-2a} \chi_i^{a_1} \{ 1 - 4u_1 \ln b \},$$

$$\gamma_i^{a_1} = b^{d-2a} \gamma_i^{a_1} \{ 1 - 16u_i K_4 \ln b - 4u_i \ln b \},$$

$$G_{i+1} = b^{d-2a} g_i,$$

$$\Gamma_i \frac{\chi_i^{a_1}}{\chi_i^{a_1} - \gamma_i^{a_1} (1 - 16u_i K_4 \ln b - 4u_i \ln b)},$$

$$\lambda_i^{a_1} = b^{d-2a} \lambda_i^{a_1} \{ 1 + \frac{1}{2} f_i \ln b \},$$

The quantity $K_4 = (8 \pi^2)^{-1}$ was denoted $B$ in Ref. 11.] It is important to note that in general $\Gamma_i$ and $w_i = w_i + iw_i'$ are complex quantities, whereas the other coefficients are all real.

Using Eqs. (3.2)–(3.12) we find the recursion relations for $v_i$, $f_i$, and $w_i$:

$$v_{i+1} = b^{d-2a} \{ 1 - 32u_i K_4 \ln b - 4u_i \ln b \},$$

$$f_{i+1} \left[ 1 + \ln b \right] \left[ \frac{4u_i w_i}{w_i + 1} - \frac{f_i w_i}{w_i + 1} \right]$$

$$+ \frac{4i(f_i w_i^2)^{1/2}}{1 + w_i} = \frac{1}{2} f_i,$$

$$w_{i+1} = b^{d-2a} \{ 1 - \ln b \left[ \frac{4u_i w_i}{w_i + 1} - \frac{f_i w_i}{w_i + 1} \right]$$

$$+ \frac{4i(f_i w_i^2)^{1/2}}{1 + w_i} = \frac{1}{2} f_i - 4u_i \},$$

Note that these equations are independent of the choice of $c$ and $\lambda$. The exponent $a$ may be determined in the usual manner,11 in terms of the static exponent $\eta$, by the condition that $c_i$ remain constant [cf. Eq. (3.6)]:

$$a = \frac{1}{2} (d - 2 + \eta),$$

where $\eta = 0$ to order $\epsilon$.

1. Model E ($\gamma_0 = 0$)

In the symmetric case we have $\gamma_i = 0$, and the recursion relations simplify considerably, since all quantities are real. Let us note that according to Eq. (3.8) $\chi_i$ will remain unrenormalized if we choose

$$c = \frac{1}{2} d,$$

and to first order in $\epsilon$ Eq. (3.16) implies $a = \frac{1}{2} (d - 2)$. When $\gamma_i = 0$ Eqs. (3.14) and (3.15) are easily seen to reach a stable fixed point with

$$f_\infty = \epsilon,$$

$$w_\infty = 1.$$ 

We use the notation $f_\infty$, $w_\infty$, etc., for the fixed point values of $f_i$, $w_i$, etc., rather than $f^*$, $w^*$, in order to avoid confusion with complex conjugation. Then Eq. (3.11) will lead to a finite nonzero fixed point value $\Gamma_\infty$ if and only if

$$z - 2 + f_\infty (1 + w_\infty) = 0,$$

which is true if and only if

$$z - 2 - \frac{1}{2} \epsilon = \frac{1}{2} d.$$ 

In order to compute the critical exponent of the physical coefficient $\Gamma(T)$ we must relate it to the rescaled quantity $\Gamma_i$. Here we shall present an approximate evaluation of $\Gamma(T)$, in the spirit of Wilson and Kogut's calculation12 for the static case, reserving a more detailed discussion for
Sec. III C and Appendix C. Since at each stage of the renormalization procedure $Γ_l$ is rescaled by $b^{1/2-γ_0}$, the physical coefficient is given by

$$Γ(T) = b^{1/2}Γ_l(1 + α_l),$$

(3.22)

where $α_l$ represents corrections arising from intermediate momenta less than $Λb^{−1}$. The parameter $Γ_l$ approaches its fixed point $Γ_∞$ and stays there until

$$b^l = Λ/κ,$$

(3.23)

where $κ$ is the inverse correlation range. Furthermore, the correction $α_l$ is expected to be a finite constant when $l$ satisfies (3.23), whence

$$Γ(T) ∼ Κ^{−c/2}Γ_∞.$$

(3.24)

Since $λ_∞$ is also a finite constant, we may similarly show, using Eqs. (3.12) and (3.17), that

$$λ(T) ∼ λ_∞Κ^{−c/2},$$

(3.25)

which is the dynamic scaling prediction to $c$ for the symmetric model, in lowest order in $ε$. 

2. Model $F (γ_0 ≠ 0)$

In the asymmetric case, the lowest-order recursion relations cannot be solved analytically, but they may be iterated quite simply on a computer. We first determine the exponent $c$ from the requirement that the rescaled static susceptibility $λ_l$ reach a finite fixed point [see Eqs. (4.11) and (4.13) of HMM],[1] namely,

$$c = ½(d − 2ν + O(ε^2)),$$

(3.26)

where

$$α = max(α, 0).$$

(3.27)

For the case ($n = 2$) under consideration here, we have $d/v = ½ε + O(ε^2)$ and $u_0 = ε/40K$. Furthermore, Eqs. (3.15) and (3.16) imply that

$$\lim_{l→∞} v_l = v_∞ = α/4ν = ½ε + O(ε^2)$$

(3.28)

and

$$f_∞ = ½ε.$$

(3.29)

Inserting these values into Eqs. (3.14) and (3.15), we obtain by a numerical calculation for $ε → 0$

$$μ_∞ = 0.732 + 0.480i,$$

(3.30)

where the sign of $Imμ_∞$ is determined by the assumption that $γ_0 > 0$. The symmetric fixed point with $v_∞ = 0$, $μ_∞ = ε$, $μ_∞ = 1$, is an unstable fixed point of the asymmetric model, for $α > 0$.

For the asymmetric case, the requirement that $μ_∞ = 0$ implies, by Eqs. (3.10) and (3.26), that

$$z = d − c = ½(d + 2α)/ν,$$

(3.31)

and that $λ_∞$ and $Γ_∞$ are finite nonzero constants. As in model $E$ we may again find the critical exponents to lowest order in $ε$ from Eqs. (3.11) and (3.12)

$$Γ(T) ∼ Κ^{−c/(4−ε)}Γ_∞ = Κ^{−(1/2)ε(2 − 1/ν)}Γ_∞,$$

(3.32)

$$λ(T) ∼ Κ^{−c/(4−ε)}λ_∞ = Κ^{−(1/2)ε(2 − 1/ν)}λ_∞,$$

(3.33)

in agreement with dynamic scaling.$^{4,5}$

A mode-coupling analysis of systems which are similar to models $E$ and $F$ has recently been carried out to lowest order in $ε$ by Gunton and Kawasaki. $^6$ These authors found the same exponent values as we do in both cases. Their critical amplitudes, agree with ours in model $E$ [Eqs. (3.18) and (3.19)], but disagree in model $F$ where they find $f_∞ = ½ε$, but $μ_∞ = 2$ rather than Eq. (3.30). The reason for the discrepancy is the omission by Gunton and Kawasaki, of the terms involving $v_1$, in Eq. (3.11). It should be noted in particular that their Langevin equations do not yield the correct equilibrium distribution for the asymmetric case.

B. Analysis to all orders in $ε$

We now wish to show that the exponent results of Sec. III A are in fact valid to all orders in $ε$. Since for finite $ε$ the renormalized equations of motion are no longer of the simple form (2.1), one must first redefine the nine "slowly varying" parameters $γ_1, α, γ_1, γ_1, α, γ_1, γ_1, α, γ_1,$ and $ImΓ_l$ in terms of the limiting behavior of the appropriate frequency- and wave-vector-dependent vertices and propagators, when wave vectors and frequencies tend to zero. For small $ε$, it is still possible formally to write down recursion relations for these nine parameters because the coefficients corresponding to all the other degrees of freedom of the equations of motion may be expressed in terms of the first nine. Recursion relations in terms of these slowly varying parameters suffice for the study of the fixed point, and of the slow transients which decay with exponents of order $ε$. [See the discussion of the static renormalization group given in Sec. 5 of Wilson and Kogut$^{10,}$]

For the symmetric model, the recursion relations for $f_1$ and $w_1$ take the form

$$f_{1,1} = b^ε f_{1}(1 − log (1/w_1 + b_{1}) + ½f_1) + G_{1}(f_1, w_1, u_1, ε),$$

(3.34)

$$w_{1,1} = w_1(1 + log (1/w_1 + b_{1}) + ½f_1) + W_1(f_1, w_1, u_1, ε),$$

(3.35)

where $G_1$ and $W_1$ contain no terms of lower order than $ε^2, u_1 f_1, u_1^2,$ or $f_1^2$. Since $^{10} u_∞ ∝ ε$ and $f_∞ ∝ ε$, 

the additional terms in (3.34) and (3.35) are of higher order in $\epsilon$, and the fixed point values are seen to be
\begin{align}
 f_m &= \epsilon + O(\epsilon^2), \quad (3.36) \\
 w_m &= 1 + O(\epsilon). \quad (3.37)
\end{align}

In contrast to (3.14) and (3.15), the recursion relation (3.10) for $g_i$ is believed to be exact, to all orders in $\epsilon$. This is closely related to the requirement that the Poisson bracket relationship (2.11) and its consequences, [the Josephson equation (A14) below $T_c$ and the Ward identity (A9) above $T_c$], are exact relations, which must be preserved by the renormalization group (see Appendix B). It follows that $g_i$ goes to a finite fixed-point value, with
\begin{equation}
 g_m = g_0, \quad (3.38)
\end{equation}

if and only if we choose
\begin{equation}
 z = d - c. \quad (3.39)
\end{equation}

Moreover, for $v_i = 0$, $\chi_i$ is also unrenormalized ($\chi_i = \chi_0 = \chi_m$), if we choose $c$ according to Eq. (3.17). Thus
\begin{equation}
 z = \frac{d}{2}, \quad (3.40)
\end{equation}
as predicted by dynamic scaling.\cite{4,5,21} Since $f_m$, $w_m$, $g_m$, and $\chi_m$ are all finite, Eqs. (3.11) and (3.12) imply that $\lambda_i$ and $\Gamma_i$ will also reach finite nonzero fixed-point values.

In a similar manner, we find that for the asymmetric case, the renormalization group approaches a fixed point with $\lambda_m$, $\Gamma_m$, and $\chi_m$ finite, and $g_m = g_0$, provided we choose $c$ according to (3.26), and
\begin{equation}
 z = \frac{1}{2}(d + \tilde{d}/\nu). \quad (3.41)
\end{equation}

Furthermore the fixed-point values of $f_i$ and $w_i$ are given to lowest order in $\epsilon$ by (3.29) and (3.30), with corrections of order $\epsilon^2$ and $\epsilon_0$, respectively. The fixed-point Hamiltonian is modified by higher-order terms in $\epsilon$, but not the exponents.

As mentioned in the Introduction, the value of $\alpha$ is believed\cite{3} to be slightly negative, at $d = 3$. In this case the parameter $v_i$ approaches zero as $l \to \infty$, and the stable fixed point of the asymmetric model (F) is the same as that of the symmetric model (E) [this is similar to the situation in case C of HHM\cite{11} for $n = 2$]. Thus, strictly speaking, if the fixed-point values of $f_i$ and $w_i$ are to be obtained by analytic continuation from $4 - \epsilon$ dimensions, one should use the symmetric fixed-point values (3.36) and (3.37), rather than (3.29) and (3.30).

C. Dynamic scaling laws

The response function $\chi_\delta(k, \omega)$ and $\chi_m(k, \omega)$ may be written in the (exact) form
\begin{equation}
 \chi_\delta^{-1}(k, \omega) = c_i b^{(2a - d)}[-i \omega_1 + \nu_i + k_i^2 + \sigma_i(k_i, \omega_i)], \quad (3.42)
\end{equation}

\begin{equation}
 \chi_m^{-1}(k, \omega) = b^{(2a - d)}[i \omega_1 \Gamma_i/(\chi_i k_i^2) + \chi_i^{-1} + \pi_i(k_i) + (i \omega_1/c_\delta^2) \pi_i(k_i, \omega_i)], \quad (3.43)
\end{equation}

where
\begin{equation}
 \omega_i = \omega b^{\nu_i} / \Gamma_i, \quad (3.44)
\end{equation}

\begin{equation}
 k_i = k b^{\nu_i}, \quad (3.45)
\end{equation}

and $\sigma_i$, $\pi_i$, and $\pi_i$ may be described as arising from "self-energy corrections," in which the wave vectors of the intermediate propagators are integrated from the cutoff $\Lambda$ all the way down to zero. These self-energy corrections involve one or more interaction vertices and are formally of order $\epsilon$ or higher, relative to the leading terms; at the critical point, however, the self-energies contain divergences if $k_i$ and $\omega_i$ approach zero.

If the renormalization group leads to a well-behaved fixed point as $l \to \infty$, then the functions $\sigma_i$, $\pi_i$, and $\pi_i$ become independent of $l$ for large $l$. Furthermore, when $T - T_c$, if we choose $l$ such that $\max(k_i, \omega_i)$ is some fixed number of order unity, then the self-energy corrections should be finite, and of order $\epsilon$ or smaller. If $T$ is slightly above $T_c$, the renormalization group at first approaches the fixed point, but $r_i$ eventually becomes large and positive. If we choose $l$ such that
\begin{equation}
 r_i = 1 \quad (3.46)
\end{equation}
(which occurs for $b^{\nu_i} = \Lambda / \nu_i$), then the self-energy corrections are all finite, (of order $\epsilon$ or smaller) even when $k_i$ and $\omega_i$ are small. If follows that if the renormalization group for the equations of motion approaches a well-behaved (finite) fixed point at $T_c$, then $\chi_m$ and $\chi_\delta$ will have the asymptotic forms
\begin{equation}
 \chi_\delta(k, \omega) = c_i^{-1}(\Lambda / \nu_i)^2 - \gamma K(k, \nu_i k^2), \quad (3.47)
\end{equation}

\begin{equation}
 \chi_m(k, \omega) = \chi K_m(k, \nu_i k^2), \quad (3.48)
\end{equation}

where
\begin{equation}
 \zeta = \frac{\text{Re} \Gamma_m}{\Lambda^{2 - \epsilon}} = \frac{c_0 (K_m)}{1/2} \frac{\Lambda^{2 - \epsilon} / 2}{(\epsilon / 2)} \chi_\delta^{-1/2} (\nu_i k^2 / \nu_{\text{asym}})^{1/2}, \quad (3.49)
\end{equation}

while the static susceptibility $\chi$ is given by
\begin{equation}
 \chi = \chi_0 \chi, \quad \text{symmetric case} \quad (3.50)
\end{equation}

\begin{equation}
 \chi = \chi_0 (\Lambda / \nu_i)^{\nu_i / \nu_{\text{asym}}} [1 + O(\tilde{\rho} / \nu)] \quad \text{asymmetric case}. \quad (3.51)
\end{equation}
The asymptotic forms (3.47–48) will be valid in the limit \( k \to 0, \ \kappa \to 0, \ \omega \to 0 \), for arbitrary ratios of the three variables. Furthermore the functions \( K_\psi \) and \( K_\omega \) are universal functions, which depend on the dimensionality and the fixed point reached, but not on details of the original equations of motion. To lowest order in \( \epsilon \), we may write

\[
K^\dagger_\psi(x, y) = -i x w^\dagger /w - 1 + y^2, \tag{3.52}
\]

\[
K^-_\omega(x, y) = -i x w^\omega /y^2 + 1, \tag{3.53}
\]

where corrections to the above are of order \( \epsilon \) (these corrections can become large, however, if either \( x \) or \( y \) are very large; e.g., \( K_\psi \sim \epsilon x \ln k \)). It follows that for \( T \) just above \( T_c \) we have

\[
\omega_m(k) = \lambda k^2 /x = a_1 \langle \psi^\dagger /w^\dagger \rangle k^{2/2} k^2, \tag{3.54}
\]

\[
\lambda = a_1 \langle K_\psi \rangle^{1/2} G_0 \langle w^\dagger w \rangle^{1/2} k^{1/2} /x^{1/2} = \Gamma R \lambda \psi /x^{1/2}, \tag{3.55}
\]

\[
\omega(k) = \Gamma /x = a_2 \langle \omega /\omega^\dagger \rangle \lambda k^2 \tag{3.56}
\]

\[
= G_0 \delta_2 \langle K_\psi \rangle^{1/2} \langle w^\dagger w \rangle^{1/2} k^{2/2} /x^{1/2}, \tag{3.57}
\]

\[
= R \lambda \psi /x^{1/2}, \tag{3.58}
\]

where \( a_1 \) and \( a_2 \) are universal constants of the form \( 1 + O(\epsilon) \). Equations (3.54)–(3.56) are the extended dynamic scaling result, \( a_1 \) which has been shown to hold to all orders in \( \epsilon \). An important additional result for the critical amplitudes of \( \lambda \) and \( k \) follows from Eqs. (3.55) and (3.56): these amplitudes are expressed entirely in terms of static quantities and universal constants, apart from the factor \( g_0 \) which determines the frequency scale, and is known from the starting Eqs. (2.1) (see Secs. IV and V).

D. Matching conditions

The matching conditions between characteristic frequencies above and below \( T_c \) implied by dynamic scaling, may also be proved for the present models. Indeed, since by hydrodynamics the spin-wave frequency (2.12) is determined entirely by \( g_0 \) and static quantities, it is clear that certain frequency ratios will be universal, i.e., independent of the parameters of the starting equations.

Let us consider the ratio

\[
R_\lambda = \omega_m /\omega, \tag{3.57}
\]

where \( \omega_m \) is given in Eq. (2.14), and \( \omega \) is the spin-wave frequency (2.12), evaluated at temperatures above and below \( T_c \), respectively, by the same (small) value of \( |T - T_c| \). We wish to show that the quantity \( R_\lambda \) is universal, i.e., is universal, where \( \kappa_- \) is the inverse correlation range below \( T_c \).

Since \( \psi \) is a vector order parameter \( (n = 2) \), the static correlation function \( \langle \phi(0) \phi(0) \rangle \) does not decay exponentially below \( T_c \), and the correlation range is defined differently above and below \( T_c \).

A consistent definition, which generalizes Josephson’s relation \( 19 \) to arbitrary \( d \), is

\[
\kappa_- = \rho_\psi^{-1}, \tag{3.58}
\]

where \( \rho_\psi \), given in Eq. (A16), is related to the \( T \)-dependent transverse static response below \( T_c \) by

\[
\chi_T(k) = \chi_\psi/k_0^2, \quad k = 0. \tag{3.59}
\]

The present model we consider the “free energies” \( F_0 \) and \( \Omega \) [Eqs. (2.1c) and (A16)] to be dimensionless, so \( \rho_\psi \) has the dimensions of \( \Lambda^{-1} \). Now according to Eqs. (2.12–13), (3.49) and (3.54) we have

\[
R_\lambda^2 = \left[ \frac{\omega_m(k_-)}{\omega_m(k)} \right]^2 = \frac{\lambda^2 \rho_\psi \chi}{\chi_\psi k_0^2}, \tag{3.60}
\]

\[
= \frac{\chi_+ k_0^2 \rho_\psi}{\chi_\psi k_0^2} \tag{3.61}
\]

where \( \chi_+ \) and \( \chi_- \) are the static susceptibilities of the field \( m \) above and below \( T_c \), respectively, \( \kappa_+ \) and \( \kappa_- \) are the corresponding correlation lengths, and \( R_\lambda \) is defined by (3.55). Furthermore, the static ratios \( \kappa_+ /\kappa_- \) and \( \chi_+ /\chi_- \) are universal constants, so that \( R_\lambda \) is itself predicted to be a universal constant. Using the values from (3.18) and (3.19) and (3.29) and (3.30) we see that for the symmetric case, in the limit \( \epsilon \to 0 \),

\[
R_\lambda^2 = K_\psi /\omega_m = 0.027 \epsilon^{-1} \tag{3.62}
\]

while for the asymmetric case

\[
R_\lambda^2 = 0.0144 \epsilon^{-1}. \tag{3.63}
\]

The second-order calculation for the symmetric model, described in Appendix D yields

\[
R_\lambda = (K_\psi /\epsilon)^{1/2}[1 + 1.335 \epsilon + O(\epsilon^2)], \tag{3.64}
\]

which suggests that the expansion may be rather ill behaved. We may note, however, that a significant part of the \( \epsilon \) dependence of \( R_\lambda \) comes from the dimensionality dependence of the phase–space factor, \( K_\psi /\epsilon^{1/2} \), present in (3.61). It may be more advantageous, then, to expand \( R_\lambda \) in the form of Eq. (D29)

\[
R_\lambda = (K_\psi /\epsilon)^{1/2}[1 + 0.597 \epsilon + O(\epsilon^2)]. \tag{3.65}
\]

The \( O(\epsilon) \) term is then smaller than in (3.64), and one may hope for a more accurate extrapolation to \( d = 3 \).

In the symmetric case (model E or model F with \( \alpha < 0 \)) \( \chi \) is continuous at \( T_c \) so that \( \chi_- = \chi_+ \). For the asymmetric fixed point (model F with \( \alpha > 0 \)), the quantity \( \chi_+ /\chi_- \) is equal to the specific heat ratio, evaluated in the \( \epsilon \) expansion by Brézin et al.,

\[
\chi_+ /\chi_- = 2^d \left( \frac{1}{2} n \right)(1 + c) + O(\epsilon^2). \tag{3.66}
\]
Similarly, $\kappa_+ / \kappa_-$ may also be obtained in an $\epsilon$ expansion. We shall rather use values of the static ratios obtained from experiments and high-temperature series in three dimensions, and thus obtain an “experimental” estimate of $R_\lambda$ from Eq. (3.60) which we can compare with the theoretical values (see Secs. IV and V).

For magnetic systems, one can also measure the characteristic frequency $\omega(q)$ of the order parameter above $T_c$. We can then define other universal ratios [see Eqs. (2.12), (2.13), and (3.56)],

\[
R_\chi^2 = \left( \frac{\omega(q = 0)}{\omega_m(q = \kappa_+)} \right)^2 = \left( \frac{\chi}{\chi_0} \right)^2 \left( \frac{\kappa_+}{\kappa_0} \right)^2 \left( \frac{\chi}{\chi} \right),
\]

(3.67)

\[
R_\gamma^2 = \frac{\omega_m(q = \kappa_+)}{\omega_m(q = \kappa_-)} = R_\chi \left( \frac{\kappa_+}{\kappa_-} \right)^2 \left( \frac{\chi_0}{\chi} \right),
\]

(3.68)

and

\[
R_{\gamma T} = \frac{\omega_m(q = 0)}{\omega_m(q = \kappa_+)} - \frac{R_\chi}{R_\gamma} \left( \frac{\kappa_+}{\kappa_+} \right)^2 \left( \frac{\chi}{\chi} \right) = \omega_m(\alpha_+ / \alpha_+).
\]

(3.69)

The last ratio depends only on experimental data above $T_c$. We shall compare these quantities to measurements on RbMnF$_3$ in Sec. V.

It should be noted that beyond the lowest order in $\epsilon$ the precise values of $R_\chi$, $R_{\gamma T}$ depend on the somewhat arbitrary definition of $\omega_0$ that we have adopted. In particular the value of $a_\omega$, in (3.56), depends on this definition, although the values of $\omega_\ast$ and $f_\ast$ do not. The characteristic frequencies and universal ratios defined above are summarized in Table II for later reference.

### TABLE II. Some characteristic frequencies and universal dynamic critical ratios used in the text.

<table>
<thead>
<tr>
<th>Characteristic frequencies</th>
<th>$T &gt; T_c$</th>
<th>$T &gt; T_c$</th>
<th>$T &lt; T_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_m(k) \equiv \lambda \chi^{-1} k^2$</td>
<td>spin-diffusion rate</td>
<td>$T &gt; T_c$</td>
<td>$T &gt; T_c$</td>
</tr>
<tr>
<td>$\omega_\chi(k) \equiv \Gamma / \chi_0$</td>
<td>order-parameter relaxation</td>
<td>$T &gt; T_c$</td>
<td>$T &gt; T_c$</td>
</tr>
<tr>
<td>$\omega_- \equiv c_+ k$</td>
<td>spin-wave frequency</td>
<td>$T &lt; T_c$</td>
<td>$T &lt; T_c$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Universal ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_\chi = \lambda / g_\sigma k^2 \chi^{1/2} / \chi$</td>
</tr>
<tr>
<td>$R_\gamma = \Gamma / \chi_0 \chi^{1/2} \chi_0$</td>
</tr>
<tr>
<td>$R_m = \omega_m(k) / \omega_\chi(k_+)$</td>
</tr>
<tr>
<td>$R_\chi = \omega_\chi(0) / \omega_\chi(k_+)$</td>
</tr>
<tr>
<td>$R_{\gamma T} = \omega_\chi(0) / \omega_\chi(k_+)$</td>
</tr>
</tbody>
</table>

IV. APPLICATIONS TO SPECIFIC SYSTEMS

A. Hamiltonian models of magnets

Let us consider an anisotropic Heisenberg magnet with Hamiltonian

\[
\mathcal{H} = - \sum_{ij} [J_{ij}(i-j)(S_i^+ S_j^- + S_i^- S_j^+)] + H_0 \sum_i S_i^z,
\]

(4.1)

where $i$ and $j$ denote points on a $d$-dimensional lattice and $\mathbf{S}$ is a (three-component) spin operator at point $i$. The dynamics of this system follows from the usual quantum-mechanical equation of motion

\[
-i \hbar \frac{\partial \mathbf{S}}{\partial t} = [\mathcal{H}, \mathbf{S}],
\]

(4.2)

or the equivalent Poisson bracket relation in the classical limit. If we choose the interaction constants $J_{ij}$ and $H_0$ in such a way that the system orders ferromagnetically in the $x-y$ plane, we obtain a model whose hydrodynamic properties were discussed in detail in Ref. 14. The properties of (4.1) are quite similar to those of models $E$ and $F$ of Sec. II, except for the existence of an additional conserved energy field in the system (4.1). As shown in Ref. 14, this conservation law leads to the existence of a low-lying thermal diffusion mode, which is absent from models $E$ and $F$.

Thus a more accurate phenomenological model for the study of the dynamic critical behavior of the anisotropic Heisenberg magnet (4.1) would contain three coupled fields—a complex order parameter $\psi$, representing $S_x - i S_y$, a magnetization $m$, representing $S_z$, and an energy density $\xi$. Such three-field planar-spin models (which we denote as models $E'$ and $F'$ for the symmetric and asymmetric cases, respectively) are studied briefly in Appendix E. Above $T_c$ there are two diffusive modes, of which only one has a diverging transport coefficient as $T \to T_c$. The second mode will thus be slower than the characteristic frequency for the order parameter, which retains an exponent $z = 3/2 < 2$. If the specific-heat exponent $\alpha$ is negative then the energy decouples from the other fields in the limit $T \to T_c$, and the fixed points and leading singularities are the same for models with and without energy conservation (the corrections to scaling have different behavior, however; see Appendix C). If the exponent $\alpha$ is positive, the recursion relation analysis of Appendix E still predicts no change in the exponent $z$ owing to energy conservation, at least in the symmetric model ($E'$). In particular, there will still be a diverging transport coefficient propor-
tional to $\kappa^{-1/2}$. The critical ratios, such as $R_m$ and $R_\kappa$, on the other hand, are affected by energy conservation, even in lowest order in $\epsilon$ (see Appendix E). Moreover, the situation here is very similar to that of model C studied in Ref. 11, where the fixed point reached in the presence of energy conservation is singular for $2 \leq n \leq 4$ and $\epsilon = 0$, and it is not clear how well behaved the results will be when corrections of higher order in $\epsilon$ are included. It seems probable that a characteristic frequency for the order parameter can still be defined, which obeys the usual dynamic scaling prediction $z = \frac{1}{2} \delta$, but there may be parts of the scaling function $K_\kappa$ of Eq. (3.47) which have another characteristic frequency.

B. Liquid helium

1. Applicability of model F

The usefulness of a pseudospin model to describe superfluid helium was first pointed out by Matsubara and Matsuda. 32 Since their work, a number of authors have applied such models to calculations of static and dynamic properties of helium. 5, 14, 33-35 In particular, it was shown in Ref. 14 that the easy-plane ferromagnet had hydrodynamic modes which correspond closely to those of superfluid helium.

The order parameter of helium is the expectation value of the boson field $\langle \phi \rangle$, which corresponds to the magnetization in the easy plane of the magnetic system. There are, in addition, three conserved fields, 3, 36 the mass density $\rho$, the energy density $\xi$, and the momentum density $\vec{g}$. One linear combination of $\rho$ and $\xi$ is the “entropy” 36 $\bar{g}$, and it is identified with the field $m$. This field couples with $v_2$ to make second sound below $T_s$, and relaxes with the thermal diffusion mode above $T_s$. The other linear combination of $\rho$ and $\xi$, which we call $\rho_s$, couples to the longitudinal part of $\vec{g}$ to make first sound, both above and below $T_s$. Since the first-sound velocity is finite at $T_s$ this mode remains at high frequency, and is not expected to have any influence on the critical behavior of the other modes. 4, 5, 8 Thus the two-field model, Eqs. (2.1), should be a proper starting point for understanding the critical dynamics of pure bulk helium, if attention is confined to phenomena occurring in the frequency range $\omega < c_1 k$ (where $c_1$ is the first-sound velocity). The two-field model is, moreover, the simplest model which incorporates the important conservation laws and hydrodynamic modes of a superfluid.

It is worth pointing out at this stage that if the helium is immersed in a powder, 34, 35 then it is precisely analogous to the three-field model $F^\prime$, since momentum is no longer conserved. The field $m$ is then identified with the linear combination $\bar{\rho}$, which couples with $v_2$ to make fourth sound below $T_s$, while the other linear combination of $\rho_s$ and $\bar{g}$ relaxes with the thermal diffusion frequency. The situation is then precisely analogous to the easy-plane ferromagnet discussed above, in which both the energy and $S_3$ are conserved. The uncertainties discussed there, which arise from the existence of a low-frequency thermal diffusion mode in addition to the spin wave, are also expected to exist here.

2. Dynamic exponents and amplitude ratios

In order to apply the results of Sec. II to experiments on helium, it is necessary to specify the dimensional form of the various quantities which enter the theory, and to spell out the detailed correspondence with measurable quantities. Let us suppose that $F_0$ [Eq. (2.1c)] and $\Omega$ [Eq. (A16)] are dimensionless, and that $\Omega = (k_B T)^{-1} \tilde{F}$, where $\tilde{F}$ is the total free energy of the helium system. The usual superfluid density $\rho_s$, in units of mass per unit volume, is related to $\tilde{F}$ by

$$\tilde{F} = \tilde{F}(v_s = 0) + \frac{1}{2} \int d^4x \rho_s v_s^2,$$

where $v_s = (\hbar/m_\rho) \nabla \phi$, and $m_\rho$ is the helium mass, so that according to (A16), (3.58), and (4.3) we have

$$\rho_s = (m_\rho^2 k_B T / \hbar^2) \rho_s = (m_\rho^2 k_B T / \hbar^2) \kappa^{d-2}.\tag{4.4}$$

The second-sound velocity of helium is

$$c_s^2 = \tilde{\rho}_s k_B T \sigma / C_s \tilde{\rho}_s m_\sigma^2,$$

where $\sigma = S/R$ is the (dimensionless) entropy per particle, $C_s$ is the constant-pressure specific heat per unit volume, and $\tilde{\rho}_s = \tilde{\rho} - \tilde{\rho}_m$ is the normal fluid density. We shall choose the units of the field $m$ in such a way that $k_B C_s$ is identified with $\chi$ [Eq. (A7)]. Comparing Eqs. (4.5) and (2.13), and making the approximation (valid near $T_s$) that $\rho = \rho_m$, we then have

$$g_0 = k_B T \sigma / \hbar.$$

As mentioned earlier, $m$ is a particular linear combination of $\tilde{\rho}$ and $\tilde{\rho}$, which must be chosen so as to yield the second-sound velocity (4.5). From the analysis of Ref. 36 it may be seen that $m$ is proportional to the operator $q$ of Eq. (4.4) of Ref. 36, i.e., $M = \int d^4x m(x)$ is given by

$$M = (k_B T)^{-1} \left[ E - (\tilde{\rho} + k_B T \sigma) \tilde{N} \right].\tag{4.7}$$

Here $N$ is the particle number and $E$ the energy, with densities $\tilde{\rho} = \tilde{\rho}/m_\rho$ and $\tilde{\rho}$, respectively, and $\tilde{\rho}$ is the chemical potential per particle. We may
now verify the Josephson equation (A14)

\[ \frac{d\phi}{dt} = \frac{g_0}{\beta M} \frac{\partial \Omega}{\partial M} - g_0 (k_B T)^{-1} \frac{\partial F}{\partial N} \frac{\partial N}{\partial M} \approx - \frac{\mu}{\hbar}, \]  

(4.8)

which is equivalent to the Landau acceleration equation\(^2\)

\[ \frac{d\mu}{dt} = - \frac{1}{m_{\mu}} \nabla \tilde{\mu}. \]  

(4.9)

[In Eq. (4.8) we have used the relations \( \partial M/\partial N = -k_B T \rho \) and \( \partial F/\partial N = \tilde{\rho} \).] It is now easy to verify that \( \chi \), as defined in Eq. (A17), is equal to \( k_B \tilde{C}_p \), and that Eq. (A18) for the current \( I^e \) agrees with the usual "entropy current."\(^5\) This completes the proof of the equivalence of the dynamics of model \( P \) to that of liquid helium near \( T_\lambda \) [when the factor \( \tilde{\rho}/\tilde{\rho}_n \) in (4.5) may be set equal to unity].

The observable low-frequency modes in liquid helium are thermal diffusion

\[ \omega_T = \lambda k_B^2 / C_s, \]  

(4.10)

which we identify with \( \omega_m \) [Eq. (2.14)] above \( T_\lambda \), and second sound

\[ \omega_s (q) = c_s q, \]  

(4.11)

with \( c_s = c_s \) given by (2.13) or (4.5).

According to Eq. (3.55) we have as \( T - T_\lambda \)

\[ \lambda = R_S g_0 \kappa_s^{1/2} (k_B^2 C_p)^{1/4} \approx t^{(1/2) (\nu + 1)} \]  

(4.12)

where \( \kappa_s \) is the universal constant of Eq. (3.61), and

\[ t = (T - T_\lambda) / T_\lambda \]  

(4.13)

is the reduced temperature (which should not be confused with the time!). Since \( \kappa_s \) is not directly measurable in liquid helium, we shall first express the critical amplitude of \( \lambda \) in terms of the behavior below \( T_\lambda \), using the matching condition (3.60) and the relation (4.4) between \( \kappa_s \) and \( \tilde{\rho}_n \). In the present units the matching condition reads

\[ R_S = \lim_{t \to 0} \frac{\lambda \kappa_s}{C_s C_2} = \lim_{t \to 0} \frac{\hbar^2 \lambda (t) \tilde{\rho}_n (t)}{m_{\mu} k_B T \lambda C_s (t) c_s (t)}. \]  

(4.14)

All quantities on the right-hand side of (4.14) are measurable in liquid helium, whereas the left-hand side is universal in the limit \( T - T_\lambda \), and can therefore be calculated using models \( E \) or \( F \), e.g., in an \( \epsilon \) expansion. The temperature and pressure dependence of \( R_S \) in liquid helium has been determined near the \( \lambda \)-line by Ahlers,\(^7\) and universality was only found to hold approximately. Moreover, the exponent prediction in Eq. (4.12) was also not precisely observed in the experiments. Presumably these discrepancies are due to deviations from the asymptotic critical temperature dependence. As we discuss below, the approach to the asymptotic form is expected to be rather slow, when \( |\alpha| \) is small. Even in the absence of precise temperature independence of the measured \( R_S \), however, it is interesting to compare experimental values of \( R_S \) with the theoretical estimates made in Sec. III.

Using experimental data on thermal conductivity, specific heat, second-sound velocity, and \( \rho_n \), one finds\(^7\) that \( R_S \) varies by roughly \( 40\% \) near the \( \lambda \) line from saturated vapor pressure to 22 atm, in the range \( 10^{-5} < |T - T_\lambda| / T_\lambda < 10^{-3} \). Typical experimental values are of order \( R_S = 0.20 - 0.28 \), if data at all pressures are included, while the value at \( t = 10^{-4} \) and saturated vapor pressure (SVP) is\(^7\)

\[ R_S = 0.23. \]  

(4.15)

In order to compare this value with the calculation of Sec. III, we shall use three-dimensional estimates of the static ratios \( \kappa_s / \kappa_\infty \) and \( C_s / C_\infty \), to form an "experimental" value of \( R_S \) using Eq. (3.60), and compare this quantity with theory, rather than \( R_S \). In this way we do not make use of the \( \epsilon \) expansion below \( T_\lambda \), and we separate the static and dynamic calculations. The inverse correlation range \( \kappa_s \) may be obtained from the measured \( \tilde{\rho}_n \), using Eq. (4.4), while \( \kappa_s \) is found\(^3\) from the singular part of the specific heat \( C_s \), and high-temperature-series estimates of the universal ratio \( C_s / C_\infty \). At SVP and for \( t = 10^{-4} \) we find\(^3\)

\[ \kappa_s = 0.3/\ell^{0.67} \text{ Å}^{-1} = 6.26 \times 10^{-4} \text{ Å}^{-1}, \]  

(4.16)

\[ \kappa_s = 0.7/\ell^{0.67} \text{ Å}^{-1} = 1.46 \times 10^{-3} \text{ Å}^{-1}. \]  

(4.17)

Since experimentally there is good evidence\(^3\) that \( \alpha < 0 \) for helium, we choose the value \( C_s / C_\infty = 1 \), appropriate to the symmetric fixed point. Inserting these values and Eq. (4.15) into Eq. (3.60) we found at SVP and \( t = 10^{-4} \)

\[ R_S = R_S^{exp} (\kappa_s / \kappa_\infty)^{1/2} = 0.36. \]  

(4.18)

(The bar over \( R_S^{exp} \) is meant to indicate that this experimental value was obtained using data both above and below \( T_\lambda \).) This value is to be compared to the \( \epsilon \) expansion estimates of \( R_S \) (3.62)–(3.65). The lowest-order estimate obtained by setting \( \epsilon = 1 \) in (3.62) and (3.63) and ignoring the \( O(\epsilon) \) correction is \( R_S = (K_s \epsilon^{-4/3}) = 0.113 \), for the symmetric case, and \( R_S = 0.120 \) in the asymmetric case. These estimates, which are too small by a factor of 3, may be improved by use of \( K_s \) rather than \( K_s \) in (3.62) to yield \( R_S = 0.226 \) for the symmetric case. In second order, we obtain from (3.64), \( R_S = 0.26 \), whereas setting \( d = 3 \) (\( \epsilon = 1 \)) in (3.65), we find

\[ R_S = 0.359. \]  

(4.19)

The precise agreement between (4.18) and (4.19)
which is positive and approaches zero slowly as 
$t \to 0$ for $\alpha < 0$ ($x^{-1/2}$). In Eq. (4.21) $\varphi(\alpha)$ is a 
universal function of its argument, with an asymptotic expansion of the form

$$
\varphi(x) = 1 + \varphi_1 x + \varphi_2 x^2 + \cdots .
$$

(4.23)

The coefficient $\varphi_1$ has been evaluated to lowest 
order, and is equal to

$$
\varphi_1 = (5/18\epsilon) [1 + O(\epsilon)].
$$

(4.24)

A function similar to $\varphi(\alpha)$ occurs for the specific 
heat itself. As demonstrated in Eqs. (C36)–(C38)

$$
C_p(t)/C_p(-t) = \left(1 + P \alpha_0 t^\alpha\right)^{-1}, \quad t > 0,
$$

(4.25)

where $P = \alpha t^2 [(A'/A) - 1] = PA'/A$ is a universal 
constant, whose $\epsilon$ expansion can be obtained from 
the results of Ref. 30,

$$
P = 2(n + 8)/ne = (10/e)[1 + O(\epsilon)].
$$

(4.26)

Experimentally, $P$ can be obtained rather accurately, 
and is found to be equal to

$$
P = 4
$$

(4.27)
in liquid helium.

The last factor in (4.21) comes from the usual 
corrections to scaling, with universal exponents $x_1$ and 
nonuniversal coefficients $D_1$. The exponent $x_1 = 0.5e$ 
arises from static corrections, and is the same as in the specific heat, 
and the coefficient $D_0$ has the same pressure dependence as 
the corresponding nonuniversal static coefficient. The 
exponents $x_1$, $x_2$, and $x_3$, on the other hand, are 
the three independent dynamic correction exponents, 
which are of order $\epsilon$ and are calculated to 
lowest order in Appendix C. The value of $\alpha_0$ is 
approximately 0.15 in the experimental range of 
temperatures, and it will be interesting to see 
whether the data on the thermal conductivity can 
be explained quantitatively by (4.21), with a simple ansatz for $\varphi(\alpha)$. Equation (4.21), which also holds 
for $\alpha = 0$, has the same limiting form as the original 
dynamic scaling prediction of Ferrell et al. [Eq. (5.33) of Ref. 4]. However, (4.21) contains 
in addition the correction terms in the last two 
factors, which are expected to make a measurable 
difference in the experimental range.

4. Hamiltonian model for helium

Various authors have attempted to study the 
critical dynamics of helium by applying the renormalization 
model directly to a Hamiltonian 
model of helium involving only a single complex 
field $\psi$. The simplest example of such a model can 
be obtained from our Equation (2.1) by treating $\Gamma_0$ 
as pure imaginary (no dissipation) and dropping
all couplings to the field $m$:

$$\frac{g\phi}{\partial t} = -2i\Gamma^\phi \ \frac{\delta C}{\delta \phi^*}$$  \hspace{1cm} (4.28)

$$3\partial \bar{\psi} = \int d^4x \left( \frac{1}{2} \partial^\psi | \phi |^2 + \frac{i}{2} \nabla \bar{\psi} | \phi |^2 + u_\phi | \phi |^4 \right),$$ \hspace{1cm} (4.29)

with an appropriate cutoff at short wavelengths. If the renormalization group is properly applied to this model, however, one immediately encounters a difficulty on the first iteration. The renormalized four-point vertex $u_4(k, \omega)$ is a singular function of the wave vectors and frequencies, when the net wave vector and frequency transfers go to zero. These singularities are due to the absence of damping in the bare propagators, and are reflections of the conservation laws in the system. Equations (4.28-29) conserve the total "particle number,"

$$N = \int |\psi|^2 d^4x,$$ \hspace{1cm} (4.30)

as well as the total energy $E = \mathfrak{H}[\psi]$. Furthermore, as long as the cutoff is introduced in such a way that the Hamiltonian $\mathfrak{H}$ is translationally invariant, the total momentum will also be conserved.

We expect that after many iterations of the renormalization group, the vertex $u_4$ will contain a number of simple poles near zero frequency transfer (when the momentum transfer is small) while the renormalized propagator for $\psi$ will be damped and well behaved. A careful analysis of the singularities in $u_4$ would then involve keeping track of the positions and residues of these poles. This procedure would presumably be equivalent to introducing propagators and coupling constants for appropriate auxiliary conserved fields, as has been done phenomenologically in the present paper.

Alternatively, one might attempt to remove the singularities in the vertex $u_4(k, \omega)$ by simply introducing an imaginary part in the frequencies of the initial propagator for $\psi$, while keeping a structureless bare coupling constant $u_0$. This procedure violates the conservation laws, however, and one is led by further iterations to the fixed point for a time-dependent Ginzburg-Landau model with no conserved quantity (model $A$ of HHM) rather than to a fixed point appropriate to helium.

V. ISOTROPIC ANTI-FERROMAGNET

A. Two-field model

As mentioned in the Introduction, there is a simple variant of the two-field planar–spin model which describes an isotropic antiferromagnet. In this model, which we shall denote model $G, \bar{\psi}$ and $\bar{m}$ are (three-component) vector fields representing the staggered and total magnetizations, respectively. The equations of motion may be taken as

$$\frac{\partial \phi}{\partial t} = -\Gamma^\phi \frac{\delta F_0}{\delta \phi} + g_0 \nabla \bar{\psi} \times \frac{\delta F_0}{\delta \bar{m}},$$ \hspace{1cm} (5.1a)

$$\frac{\partial \bar{m}}{\partial t} = \lambda_0 \nabla^2 \frac{\delta F_0}{\delta \bar{m}} + g_0 \bar{\psi} \times \frac{\delta F_0}{\delta \phi} + g_0 \bar{m} \times \frac{\delta F_0}{\delta \bar{m}} + \frac{1}{\bar{m}}$$ \hspace{1cm} (5.1b)

where

$$F_0[\bar{\psi}, \bar{m}] = \int d^4x \left[ \frac{1}{2} \bar{\psi} \left( \frac{1}{2} \partial^\phi | \phi |^2 + \frac{i}{2} \nabla \bar{\psi} | \phi |^2 + u_0 | \phi |^4 \right) \right.$$ \hspace{1cm} (5.1c)

$$+ \frac{1}{2} \bar{m} \nabla \bar{m}^2 + s_0(\bar{\psi}, \bar{m}) \right].$$

In Eq. (5.1c) the symbol $| \bar{\psi} |^2$ denotes the scalar product $(\bar{\psi} \cdot \bar{\psi})$. The noise terms $\bar{\psi} \times \bar{\psi}$ and $\bar{m}$ have correlations analogous to Eqs. (2.1d)–(2.1f). The parameter $s_0$ is irrelevant for $T > T_c$ and can be taken to be zero; the term $g_0 \bar{m} \times \delta F_0 / \delta \bar{m}$ in Eq. (5.1b) vanishes identically when $s_0 = 0$, and in any case it does not contribute to the correlation functions at $T_c$, to first order in $\epsilon$, at least. This term should be included in general, however, to preserve the Poisson bracket relations of the antiferromagnet. For simplicity we have normalized $\bar{\psi}$ in such a way that the coefficient of $| \nabla \bar{\psi} |^2$ remains unity.

The recursion relations of model $G$ are quite analogous to those of model $E$, with modifications arising in certain coefficients, owing to the different number of components ($n = 3$). The static recursion relations are the same as in model $C$ of HHM (for $n = 3$), and the dynamic parameters satisfy

$$\Gamma_{i+1} = b^{2i+2} \Gamma_i \left[ 1 + 2 \ln b f_i (1 + u_i)^{-1} \right],$$ \hspace{1cm} (5.2)

$$\lambda_{i+1} = b^{2i+2} \lambda_i \left( 1 + \frac{1}{2} \ln b f_i \right),$$ \hspace{1cm} (5.3)

$$g_{i+1} = b^{2i+2} g_i.$$ \hspace{1cm} (5.4)

It is then easy to see, from the recursion relations for $f_i$ and $w_i$, that the fixed point has the "symmetric" exponent

$$\epsilon = \frac{1}{2} d,$$ \hspace{1cm} (5.5)

and the parameter values

$$f_\infty = \epsilon + O(\epsilon^2),$$ \hspace{1cm} (5.6)

$$w_\infty = 3 + O(\epsilon).$$ \hspace{1cm} (5.7)

The characteristic frequency for the order parameter then goes to zero as

$$\omega(k = 0) = \Gamma / \chi_0 \sim \kappa^{d/2},$$ \hspace{1cm} (5.8)

while the spin diffusion mode goes as

$$\omega(k) = \lambda k^2 / \chi,$$ \hspace{1cm} (5.9)
with
\[ \lambda \propto \kappa^{-3/2}, \]  
(5.10)
and \( \chi = \text{const.} \), in agreement with results of dynamic scaling and mode coupling theories.\(^9\) The ratios \( R_{\lambda}, R, \) and \( R_{\lambda/\chi} \) defined in Table II, are given by
\[ R_{\lambda} = K_d^{1/2}(f_0 w_0)^{-1/2} = (24\pi^2\epsilon)^{-1/2}, \]  
(5.11)
\[ R = K_d^{1/2}(w_0 f_0)^{-1/2} = (3/8\pi^2\epsilon)^{1/2}, \]  
(5.12)
\[ R_{\lambda/\chi} = w_0 = 3, \]  
(5.13)
to lowest order in \( \epsilon \). The second-order calculation of Appendix F yields in this case
\[ R_{\lambda} = K_d^{1/2}(3\epsilon)^{-1/2}[1 + 0.271\epsilon + O(\epsilon^2)], \]  
(5.14)
\[ R = K_d^{1/2}(3\epsilon)^{-1/2}[1 - 0.605\epsilon + O(\epsilon^2)], \]  
(5.15)
and
\[ R_{\lambda/\chi} = 3[1 - 0.876\epsilon + O(\epsilon^2)]. \]  
(5.16)
A calculation of the amplitude ratio \( R_{\lambda/\chi} \) was performed earlier by Joukoff-Piette and Résibois,\(^{20}\) using mode-coupling theory. Their result, \( R_{\lambda/\chi} = \beta_0/\alpha_1 = 2.5 \) is rather close to our first-order result in Eq. (5.13). A similar calculation by Huber and Krueger\(^{20}\) obtained \( R_{\lambda/\chi} = 3.3 \). In a recent paper Freedman and Mazenko\(^{15}\) have treated model G to lowest order in \( \epsilon \), using renormalization-group techniques. Their results for \( f_0 \) and \( w_0 \) agree with ours in lowest order. In addition, these authors have calculated the scaling function \( K_4 \) [Eq. (3.47)] to the next order in \( \epsilon \).

B. Hamiltonian antiferromagnetic models

Let us consider a spin system with Hamiltonian
\[ H = -\sum_{ij} J_{ij}(S_i^1 S_j^1 + S_i^2 S_j^2 + S_i^3 S_j^3), \]  
(5.17)
and \( J_{ij} \) so chosen that the system orders antiferromagnetically. It was shown in Sec. 6 of Ref. 14 that the hydrodynamic behavior of this system corresponds to that of a three-field system with a vector order parameter \( \vec{S} \) (the staggered magnetization) a conserved vector field \( \vec{m} \) (the total magnetization), and a conserved energy density \( \epsilon \).

Such a model, which we can denote model \( G' \), is analogous to model \( E' \), considered in Appendix E. A similar analysis may be carried out for \( G' \) to show that the isotropic antiferromagnet (5.17) will have the critical exponents of model \( G \), and also the same amplitude ratios, for \( \alpha < 0 \) (as seems to be the case\(^9\) for \( d = 3, n = 3 \)).

As pointed out in Ref. 11, a real magnet has phonon degrees of freedom in addition to the spin degrees of freedom in (5.17), and it is difficult to say whether a model with or without conservation of energy is a better representation of a real material. In any case it is only the correction terms and not the leading singularities which are affected by energy conservation, for \( \alpha < 0 \).

Finally, let us mention that in the presence of a magnetic field the Heisenberg antiferromagnet corresponds to model \( F \) (or \( F' \)), and in particular the static properties are those of an \( XY \) system \((n = 2)\).\(^{14,46}\)

C. Application to RbMnF\(_3\)

The dynamic critical behavior of the Heisenberg antiferromagnet \( \text{RbMnF}_3 \) has been studied in detail using inelastic neutron scattering.\(^{23,24}\) Although the accuracy of the measurements is considerably less than in the case of bulk measurements on fluids, the ability to study the complete fluctuation spectrum of both the staggered\(^{25}\) and total\(^{24}\) magnetization leads to an excellent semi-quantitative understanding of the isotropic antiferromagnet. As has already been stressed,\(^{23,24,24}\) the exponent predictions of dynamic scaling theory are reasonably well borne out by the measurements. There is, however, an apparent difference\(^{23,31}\) between exponents above and below \( T_N \), which is not understood at present. This difference leads to a weak dependence of the critical ratios \( \kappa_n/\kappa_s, \) \( R_s, \) and \( R_d \) (see below). In addition, one could hope for improvements in the accuracy of the measurements and closeness of approach to the critical point, but it is not clear how these improvements are best achieved.

It should be pointed out that although the frequency spectrum of \( \chi_{dd}(k, \omega) \) given in Eqs. (3.47) and (3.52) is Lorentzian, this property is not expected to hold in higher order in \( \epsilon \), and in particular for \( d = 3 \). A non-Lorentzian spectrum was indeed found recently by Freedman and Mazenko\(^{15}\) in first order in \( \epsilon \) for \( k > k_c \). Moreover the neutron experiments\(^{23}\) on \( \text{RbMnF}_3 \) gave evidence for large deviations from simple Lorentzian behavior at \( T_N \), since they were fit to a three-peak structure. Even above \( T_N \), for \( k < k_c \), there is no reason to believe that \( \chi_{dd}(k, \omega) \) will be exactly Lorentzian, although the data of Ref. 23 were fit to such a form, with a characteristic frequency
\[ \hbar \omega_d(k = 0) = 12.8 k_0^{14,46} \text{meV}, \]  
(5.18)
\[ \kappa_n = 0.476 k_0^{14,46} \text{Å}^{-1}. \]  
(5.19)
The spin diffusion mode, on the other hand, is hydrodynamic, and does have a Lorentzian form at long wavelengths, with a frequency measured\(^{24}\) to be
\[ \hbar \omega_d(k) = 1.09 k_0^{14,46} k^2 \text{meV}. \]  
(5.20)
In Eqs. (5.18) and (5.20), \( \kappa \) and \( k \) are expressed in \( \text{Å}^{-1} \), and we have used \( a = 4.24 \text{ Å}^{-1} \) for the lattice parameter at \( T_N \). Below \( T_N \), the spin-wave frequency has been measured as \[^{23,47}\]

\[
\hbar \omega_c(k) = 25.2 \text{ eV} \cdot k \text{ meV},
\]

with \( k \) again in \( \text{Å}^{-1} \). We shall discuss elsewhere\[^{31}\] our estimates of the static ratio \( \kappa_c / \kappa \) obtained from the neutron scattering experiments, which yield

\[
\kappa_c / \kappa = 2.97 \text{ K}^{0.17}.
\]

This result has the unexplained temperature dependence alluded to earlier. We may now obtain experimental values for the dynamic ratios in Eqs. (3.60), (3.68), and (3.69), noting that for the antiferromagnetic model (5.1), \( \chi \) is finite at \( T_c \), and \( \chi_c / \chi = 1 \). Using Eqs. (5.18)–(5.22) for \( d = 3 \), we find

\[
R_{\varepsilon}^{\text{exp}} = \frac{\mathbf{\omega}(0)_{\varepsilon}}{\mathbf{\omega}(0)_{\kappa}} \left( \frac{\kappa_c}{\kappa} \right) = 1.07 \text{ K}^{0.22},
\]

\[
R_{T/\lambda}^{\text{exp}} = \frac{\mathbf{\omega}(0)_{\lambda}}{\mathbf{\omega}(0)_{\kappa}} = 1.16 \text{ K}^{0.03},
\]

\[
R_{\omega}^{\text{exp}} = \frac{\mathbf{\omega}(0)_{\omega}}{\mathbf{\omega}(0)_{\kappa}} = 0.10 \text{ K}^{0.09}.
\]

The reduced ratios of (3.61) and (3.68) are

\[
R_{T_{\varepsilon}}^{\text{exp}} = R_{\varepsilon}^{\text{exp}} \left( \frac{\kappa_c}{\kappa} \right)^{d/2} = 0.21 \text{ K}^{0.02} = 0.23 - 0.24
\]

(5.26)

(using \( d = 3 \) in this experimental value) and

\[
R_{\lambda}^{\text{exp}} = R_{T/\lambda}^{\text{exp}} = 0.18 \text{ K}^{0.01} = 0.18 - 0.17,
\]

(5.27)

where the notation \( R_{\varepsilon}^{\text{exp}} \) again indicates that data both above and below \( T_M \) were used. In these equations we have evaluated the ratios for the temperature range \( t = 10^{-1} - 10^{-2} \) where the experiments\[^{23,24}\] were carried out. The quoted experimental amplitudes vary with the fitting function and it is necessary to include the unexplained temperature dependence when comparing with theory.

We may also obtain an experimental value for \( R_\lambda \), using data purely above \( T_M \), from the measured spin-diffusion frequency (5.20) and Eq. (3.55). The quantity \( g_0 \) which enters Eq. (3.55) is

\[
g_0 = \frac{k_B T_M} { \bar{\Sigma} } \mu / \hbar \text{,}
\]

(5.28)

if \( \bar{\Sigma} \) and \( \bar{\Sigma} \) are measured in emu/cm\(^3\), and

\[
\chi = k_B T_M \chi
\]

(5.29)

where \( \chi \) is the usual susceptibility per cm\(^3\) in electromagnetic units. Inserting the value\[^{46}\]

\[
\chi = 3.9 \times 10^{-4}
\]

for \( \lambda \) into Eq. (3.55) and using (5.19) we find

\[
R_{\lambda}^{\text{exp}} = 0.17,
\]

(5.31)

which agrees with (5.27) to the extent that the experimental data are consistent with strong scaling. The mode-coupling calculation by Huber and Krueger\[^{20}\] obtained a value of \( R_\lambda \), which was rather close to experiment, but a value of \( R_\lambda \) which was too small by a factor of 2.7, so that \( R_{T/\lambda} \) was too large by a similar factor.

Since RbMnF\(_3\) corresponds to a symmetric model, it does not contain slowly varying corrections arising from the small value of \( \alpha \), as in helium. On the other hand, the experiments did not go very close to \( T_c \) and the departures from scaling in (5.26) and (5.27) (involving only data above \( T_c \)) can be accounted for by ordinary static and dynamic corrections to scaling, with the exponents \( x_t \) of Eq. (4.21). The relatively strong temperature dependence in the static ratio \( \kappa_c / \kappa \) of Eq. (5.22), which influences \( R_\varepsilon \) and \( R_{\omega} \) [Eqs. (5.23) and (5.25)] and involves data below \( T_c \), seems less likely to be merely a correction term, and further investigation of this point would be worthwhile. For the purpose of estimating \( R_\lambda \), however, the temperature dependence of \( \kappa_c / \kappa \) seems to cancel, since the two estimates (5.27) and (5.31) are in agreement.

The theoretical values of \( R_\varepsilon \), \( R_{T/\lambda} \), and \( R_\lambda \) can be estimated from the lowest-order expressions (5.11)–(5.13) by setting \( \kappa = 1 \),

\[
R_\varepsilon = 0.065,
\]

(5.32)

\[
R_\lambda = 0.19,
\]

(5.33)

\[
R_{T/\lambda} = 3.
\]

(5.34)

The second-order expressions (F18) and (F19) of Appendix F may be extrapolated using \( K_3 = (2\pi)^{-1} \) to yield

\[
R_\varepsilon = 0.165,
\]

(5.35)

\[
R_\lambda = 0.155,
\]

(5.36)

\[
R_{T/\lambda} = 0.93.
\]

(5.37)

Although the second-order estimates involve large corrections to the first-order values, the rough agreement of these estimates with the experimental values, (5.24)–(5.27) and (5.31), gives us some confidence in our extrapolation procedures.

VI. CONCLUSION

Let us conclude by summarizing the principal results of the present work.

(i) Phenomenological models with planar-spin and antiferromagnetic dynamics are introduced, and their critical behavior analyzed using renormali-
zation-group methods. These models are applicable to easy-plane ferromagnets, isotropic antiferromagnets, and superfluid helium. Dynamic scaling is shown to hold to all orders in $\epsilon = 4 - d$, and the dynamic exponents are expressed entirely in terms of static exponents (Sec. III). For symmetric models (magnetic systems in zero applied field), the characteristic frequency of the order parameter is given by

$$\omega_{\nu}(k = 0) \propto \kappa^{d/2},$$

(6.1)

where $\kappa$ is the inverse correlation range. For asymmetric models (liquid helium and magnetic models in an applied field), the corresponding relation is

$$\omega_{\nu}(k = 0) = \kappa^{(d - d_{\delta}/\nu)/2},$$

(6.2)

where $d_{\delta} = \max(\alpha, 0)$, and the transport coefficient (thermal conductivity) diverges as

$$\lambda \propto \kappa^{(d - d_{\delta}/\nu)/2},$$

(6.3)

for $2 < d < 4$. For $d = 3$ we obtain $\lambda \propto t^{1/2} C_{\nu}^{1/2}$, in agreement with the prediction of Ferrell et al. for liquid helium.

(ii) Matching conditions are proved between characteristic frequencies above and below $T_{\nu}$, and the corresponding amplitude ratios are shown to be universal, i.e., dependent only on the dimensionality and the fixed point reached. For liquid helium the universal ratio is

$$R_{\nu} = \lim_{t \to 0} \frac{\lambda(t) \kappa^{1/2}(t)/g_{\nu} C_{\nu}^{1/2}(t)}{m_{\nu} b_{\nu}^{1/2} g_{\nu} C_{\nu}^{1/2}(t)},$$

(6.4)

where $t$ is the reduced temperature, $b_{\nu}$ the superfluid density, $m_{\nu}$ the helium mass, $b_{\nu}$ the mass density, $C_{\nu}(t)$ the specific heat above $T_{\nu}$, and $c_{\nu}^{2}(t)$ the second sound velocity. Inserting experimental values on the right-hand side of Eq. (6.4) we obtain a number which agrees reasonably well with the second-order $\epsilon$-expansion estimate. The amplitude of the divergence of $\lambda$ may be related to experimental data purely above $T_{\nu}$, by the universal amplitude

$$R_{\nu} = \lim_{t \to 0} \frac{\lambda(t) \kappa^{1/2}(t)/g_{\nu} C_{\nu}^{1/2}(t)}{m_{\nu} b_{\nu}^{1/2} g_{\nu} C_{\nu}^{1/2}(t)},$$

(6.5)

where the inverse correlation range $\kappa(t)$ is obtained from the singular part of the specific heat, and the constant $g_{\nu}$ is determined from the entropy at $T_{\nu}$. The experimental value of $R_{\nu}$ at $t = 10^{-4}$ and SVF is in good agreement with the second-order $\epsilon$-expansion for this quantity. Equation (6.5) represents the transport coefficient $\lambda$ purely in terms of equilibrium properties and a calculated coefficient.

The ratio $R_{\nu}$ for the antiferromagnet involves spin diffusion above $T_{\nu}$ and spin waves below. Moreover, the characteristic frequency (6.1) for the order parameter (staggered magnetization) has also been measured and the corresponding ratios determined. The experimental values in RbMnF$_3$ are in rough agreement with the estimates obtained from the $\epsilon$ expansion (Sec. V).

(iii) For the asymmetric model, the nature of the dynamic fixed point reached depends on the sign of the exponent $\alpha$ (see Eq. (6.2)). For $\alpha < 0$, $d_{\delta} = 0$ and the asymmetric model reaches a symmetric fixed point, whereas for $\alpha > 0$, there is an asymmetric fixed point with distinct exponents and critical amplitudes. Since liquid helium has $\alpha < 0$ but very close to zero, there will be significant corrections to the asymptotic critical behavior reflecting the slow approach of the specific heat to its finite value at $T_{\nu}$. These corrections, which are analyzed in some detail in Sec. IV and Appendix C, tend to mask the scaling behavior at finite distances from $T_{\nu}$, and may serve to explain the small observed departures from dynamic scaling and universality in liquid helium.

(iv) The applicability of our simple phenomenological models to real materials is studied by analyzing more complicated models with additional fields. In the case of the Bose liquid it is argued that these additional fields only affect the dynamics at frequencies of order $c_{\nu}^{2}$, which are much higher than $\omega_{\nu}$, since the first sound velocity $c_{1}$ remains finite at $T_{\nu}$. For magnetic systems, energy conservation is shown not to affect the asymptotic critical behavior, since $\alpha < 0$ in three dimensions. In the experimental range, however, energy conservation may lead to significant corrections.
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APPENDIX A: HYDRODYNAMICS OF THE PLANAR-SPIN MODEL

We may derive the hydrodynamics of the model in Eqs. (2.1) without specifying the form of the function $F_{\nu}$. Thus the derivation given in this appendix is not restricted to the specific example of Eq. (2.1c). Let us write a Fokker-Planck equation for the probability density $P(\psi, m)$ in the form

$$\frac{dP}{dt} = \int d^{4}X \left\{ \frac{\partial}{\partial m} \left[ -\lambda_{\nu} \nabla^{2} (\frac{\delta P}{\delta m}) + \frac{\partial F_{\nu}}{\partial m} \right] - 2g_{\nu} \frac{\partial P}{\partial m} \text{Im} \left( \psi \frac{\delta F_{\nu}}{\partial \psi^{*}} \right) + 2\text{Re} \frac{\partial}{\partial \psi} \left[ \frac{2T_{\nu}}{c_{1}} \left( \frac{\delta P}{\delta \psi} + \frac{\delta F_{\nu}}{\delta \psi^{*}} \right) + i g_{\nu} \frac{\delta F_{\nu}}{\delta \psi} \right] \right\}. \tag{A1}$$
In the absence of time-dependent applied fields, a time-independent solution of (A1) is the thermal equilibrium distribution

\[ P_{eq}[\psi, m] = Z^{-1} e^{-\mathcal{F}_0[\psi, m]}, \quad (A2) \]

\[ Z = \int e^{-\mathcal{F}_0[\psi, m]} d[\psi] d[m] \].

(A3)

The occurrence of this equilibrium solution depends crucially on the facts that the same constant \( \gamma \) appears in (2.1a) and (2.1b), and that the constants \( \Lambda_0 \) and \( \Gamma_0/\gamma_0 \) in (2.1d) and (2.1e) are the same as in (2.1a) and (2.1b). Indeed, requiring that (A2) be an equilibrium state puts important restrictions on the possible equations of motion that can occur.

Let us define an entropy function \( s(P) \) and a thermodynamic potential \( \Omega(P) \) by

\[ s = \int P \log P d[\psi] d[m], \quad (A4) \]

\[ \Omega = \int P \mathcal{F}_0[\psi] d[\psi] d[m] - s. \quad (A5) \]

It is clear that \( \Omega \) is minimized by taking \( P = P_{eq} \), and that

\[ \Omega(P_{eq}) = -\log Z. \quad (A6) \]

In the ordered phase, when the system has a broken symmetry, a thermal equilibrium state in which the order parameter has a definite phase \( \varphi \) may be chosen of the following form:

\[ P_{eq, \varphi} = \lim_{\hbar \rightarrow 0} Z^{-1} \exp[-F_0 - \text{Re}(\hbar \psi e^{-i\varphi})], \quad (A7) \]

\[ \psi = \int d^3x \phi(x). \quad (A8) \]

[For a system of finite volume, \( \hbar \psi \) must be taken to be small but finite in (A7).] The thermodynamic potential per unit volume for (A7) will differ only infinitesimally from that of (A2), in the limit of infinite volume, and it may also be verified that \( P_{eq, \varphi} \) is a time-independent solution of the equations of motion in this limit.

**A. \( M \) as the generator of rotations of \( \psi \)**

Let us consider a situation where the system is prepared in some specified state \( \rho_0(\psi, m) \) at time \( t = t_0 \), and then subjected to a uniform, time-dependent field coupling to \( M \) [i.e., \( h_n(x, t) = h_n(t) \)]. If \( h_n = 0 \) for \( t > t_0 \), then the only term in the equations of motion affected by \( h_n \) is the second term on the right-hand side of (2.1a). This term has the sole effect of rotating the order parameter by the uniform phase \( \dot{\varphi}(t) = \int h_n(t') dt' \). This \( \dot{\varphi} \) is in addition to any time dependence that would have been present in the absence of \( h_n \). There are several important consequences of this rotation.

(i). In the normal phase (above \( T_c \)), let us consider the second-order response function \( \chi_{\nu m, \nu' m'} \) which gives the expectation value of \( \psi(\lambda, t) \) in the presence of weak time-varying fields \( h_n(x^\nu, t') \) and \( h_n(x^\nu', t'') \). It follows that

\[ \int \chi_{\nu m, \nu' m'}(x^\lambda, t, x', t', x^\nu', t'') d^d x' \]

\[ = \begin{cases} \mu_0 \chi_{\nu}(\lambda - x^\nu, t - t'') & \text{for } t > t' > t'', \\ 0 & \text{otherwise.} \end{cases} \quad (A9) \]

Here \( \chi_{\nu} \) is the ordinary linear response function for a time-varying field \( h_n \) coupling to \( \psi \). Equation (A9), which is a Ward identity, will be useful in the general renormalization-group analysis of Sec. III.

(ii). In the ordered phase, let us consider a probability density \( P \) which minimizes \( \Omega \), subject to a constraint that the total "magnetization"

\[ M = \int d^3 x [m(x)] \quad (A10) \]

have some specified expectation value \( \langle M \rangle \). Let us suppose, also, that the phase of the order parameter is specified to be \( \varphi_0 \) at time \( t_0 \). Then the density matrix at time \( t_0 \) is given by

\[ P = [Z(\langle M \rangle)]^{-1} \lim_{\hbar \rightarrow 0} \exp[-F_0 + \mu M - \hbar \psi (e^{-i\varphi_0 - i\varphi} + e^{i\varphi_0 \Psi^*})], \quad (A11) \]

where \( \mu \) is a Lagrange multiplier which obeys the relation

\[ \mu = \frac{\delta \Omega}{\delta M}, \quad (A12) \]

and the thermodynamic potential \( \Omega \) is related to the normalization constant \( Z(\langle M \rangle) \) by

\[ \ln Z(\langle M \rangle) = \mu M - \Omega. \quad (A13) \]

Note that \( \mu \) is analogous to the chemical potential of helium. Comparing (A11) with (A7), and involving our previous remarks on the effect of a uniform field coupled to \( M \), we see that the probability density \( P \) will not change in time except for a variation of the phase \( \varphi \) given by

\[ \frac{d \varphi}{dt} = \mu \frac{d \Omega}{d M}. \quad (A14) \]

Equation (A14) is the Josephson equation\(^{25}\) mentioned in Sec. II.

**B. Hydrodynamics**

The long-wavelength, low-frequency behavior of our model will be very similar to that of the easy-plane ferromagnet discussed in Ref. 14, except that in the present case there is no field corresponding to the conserved energy density. The
hydrodynamic states in the paramagnetic phase are now described by a single conserved density \( m(x, t) \) which is assumed to vary slowly in space and time. In the ordered phase the hydrodynamic states are described by two slowly varying fields \( m(x, t) \) and \( \phi(x, t) \). For small long-wavelength fluctuations the thermodynamic potential \( \Omega \) will have the form

\[
\Omega = \Omega_0 + \frac{1}{2} \int d^d x \chi^{-1} m^2, \quad T > T_c
\]

\[
\Omega = \Omega_0 + \int d^d x \left( \frac{1}{2} \chi^{-1} m^2 + \frac{i}{2} \rho_0 |\nabla \phi|^2 \right), \quad T < T_c
\]

where \( \rho_0 \) is a stiffness constant, analogous to the superfluid density in helium, and \( \chi \) is the susceptibility given by

\[
\chi^{-1} = \frac{d^d \Omega}{d \overline{\mathbf{M}}^2}.
\]

From the equations of motion (2.1), the thermodynamic potential \( \Omega(P) \) may be shown to be a monotonic decreasing function of time (in the absence of any time-dependent perturbations). Using this fact, and Eqs. (12)-(17), we may derive the hydrodynamic properties of the present model in the ordered phase, in complete analogy to the derivation in Ref. 14. (Here \( \Omega \) plays a role similar to the entropy in Ref. 14.) In the limit of long wavelengths, below \( T_c \), one finds a dissipationless flow

\[
\mathbf{j} = g_0 \rho_0 \mathbf{v} \phi,
\]

which leads to a propagating spin-wave mode, undamped in the long-wavelength limit, with frequency given by Eqs. (2.12) and (2.13) of the text. The response functions \( \chi_\phi(q, \omega) \) and \( \chi_m(q, \omega) \) are both dominated at long wavelengths by the spin-wave modes in the ordered phase. Above \( T_c \) we may write

\[
\chi_m(q, \omega) = \lambda \omega^2 (-i \omega + \lambda q^2 / \chi),
\]

for the correlations of \( m \), but \( \chi_\phi \) does not have a hydrodynamic mode and is not in general dominated by a simple pole. Nevertheless, one can define a "characteristic frequency" for \( \phi \) by its low-frequency behavior, according to Eqs. (2.15) and (2.16).

APPENDIX B: DIAGRAMMATIC EXPANSION AND THE RENORMALIZATION GROUP

A. General formalism

In order to implement the renormalization-group calculations described in Sec. III we need a perturbation expansion for the frequency-dependent correlation functions which follow from the equations of motion (2.1). We shall use the method of Martin, Siggia, and Rose \(^{27} \) which converts the classical formalism at finite temperatures into a form analogous to zero-temperature quantum field theory (i.e., with frequency integrals rather than sums). This is accomplished by introducing a fictitious "adjoint" operator for each classical variable, and appropriate commutation relations to generate the dynamics. For the model in Eqs. (2.1), in addition to the three physical fields \( \phi(x, t), \phi^*(x, t), \) and \( m(x, t) \), we define the adjoints \( \phi(x, t), \phi^*(x, t), \) and \( m(x, t) \) by the equal-time commutation relations,

\[
[\phi(x, t), \phi^*(x', t)] = \delta(x - x'), \quad [\phi^*(x, t), \phi^*(x', t)] = -\delta(x - x'),
\]

\[
[m(x, t), m^* (x', t)] = \delta(x - x').
\]

All other equal-time commutators between the fields \( \phi, \phi^*, \phi^*, m, \) and \( m^* \) vanish. The physical fields \( \phi, \phi^*, \phi^*, m, \) and \( m^* \) commute with each other even at different times, as is required for a classical system. The constant \( A_0 \) in (2.1) is arbitrary, and may be taken to be unity, as in Ref. 27. We introduce it here for later convenience.

We shall define correlation functions

\[
C_{\phi \phi}(k, \omega) = T_P \{ \langle A(x, t) \phi^*(x', t') \rangle \},
\]

where \( T_P \) denotes a Fourier transform, the \( + \) is a time-ordering operation, and \( A \) and \( B \) are chosen among the 6 quantities \( \phi, \phi^*, \phi^*, m, \) and \( m^* \). Of the 36 functions \( C_{\phi \phi} \) only nine are non-zero. namely \( C_{\phi \phi}, C_{\phi \phi^*}, C_{\phi^* \phi^*}, C_{\phi \phi^*}, C_{\phi^* \phi^*}, C_{m \phi^*}, C_{m \phi^*}, C_{m m}, \) and \( C_{m m} \). The first three are the physical correlation functions, whereas the last six are responses to infinitesimal changes in the thermal noise sources, and bare only an indirect relationship to the physical response functions \( \chi_\phi(k, \omega) \) and \( \chi_m(k, \omega) \). The latter may, however, be determined from the correlation functions \( C_{m m} \) and \( C_{m m} \) by means of the fluctuation dissipation theorem and the Kramers-Kronig relations.

We may note that of the nonzero correlation functions, only four are independent, e.g., \( C_{\phi \phi}^s, C_{\phi \phi^*}, C_{\phi \phi^*}, \) and \( C_{m m} \). The remaining nonzero functions are determined from these by the general relations

\[
C_{\phi \phi}(k, \omega) = C_{\phi \phi}(-k, -\omega) = C_{m m}^s(k, \omega).
\]

It is convenient to introduce \( 2 \times 2 \) matrices \( G \) and \( D \) for the correlation functions involving the \( \phi \)’s and \( m \)’s separately, i.e., to define

\[
G_{11} = C_{\phi \phi^*}, \quad G_{12} = G_{21} = [C_{\phi \phi^*}]^* = G_{22}^s,
\]

\[
G_{22} = C_{\phi \phi^*} = 0, \quad D_{11} = C_{m m}, \quad D_{12} = C_{m m},
\]

\[
=C_{m m}^s = D_{21}^s, \quad D_{22} = C_{m m}^s = 0.
\]
These correlation functions may be obtained perturbatively in terms of the bare propagators

\begin{align}
G_{11}^0(k, \omega) &= \frac{4 \text{Re} \Gamma_0}{\omega + i \omega + \Gamma_0(c_0 + k^2)}, \\
G_{12}^0(k, \omega) &= A_1 \left[ -i \omega + \Gamma_0(v_0 + k^2) \right]^{-1}, \\
D_{11}^0(k, \omega) &= \frac{2 \lambda_0 k^2}{-i \omega + \lambda_0 c_0^{-1} k^2}, \\
D_{12}^0(k, \omega) &= \left( -i \omega + \lambda_0 c_0^{-1} k^2 \right)^{-1},
\end{align}

and the interaction

\begin{align}
\mathcal{K}_I &= - \int d^d x \left[ \bar{\psi} \gamma_\nu \Gamma_0 \psi \psi \bar{\psi} \gamma_\nu \psi \bar{\psi} \gamma_\nu \psi \bar{\psi} \gamma_\nu \psi \right] + i c_s A_0 \bar{\psi} \gamma_\nu \psi \bar{\psi} \gamma_\nu \psi
\end{align}

It was shown in Ref. 27 that the ordinary Feynman rules of quantum field theory may be applied to (6) to find the dressed propagators. Let us define self-energy matrices

\begin{align}
\Sigma &= (G_0^0)^{-1} - (G^0)^{-1}, \\
\Pi &= (D_0^0)^{-1} - (D^0)^{-1},
\end{align}

and interaction vertices $U^0$ (linking four $G^0$ propagators), and $V^0$ (linking two $G_0$ propagators and one $D^0$). Note that the matrix elements $\Sigma_{11}$ and $\Pi_{11}$ are zero, and that $\Sigma_{12} = \Sigma_{21}^* = \Pi_{12} = \Pi_{21}^*$. We represent the self-energies diagrammatically by drawing a solid line for the matrix $G^0$, a wavy line for the matrix $D^0$ with a four-point vertex for $U^0$, and a three-point vertex for $V^0$, as in Fig. 1. The non-zero matrix elements of $U^0$ and $V^0$ may easily be obtained from the interaction (86), and are given by

\begin{align}
U^0_{\psi \psi \psi \psi} &= U^0_{\psi \psi \psi \psi} = (4 \bar{\psi} \gamma_\nu \Gamma_0 \psi \psi \gamma_\nu \psi \psi) / A_0, \\
U^0_{\psi \psi \psi \psi} &= U^0_{\psi \psi \psi \psi} = (4 \bar{\psi} \gamma_\nu \Gamma_0^* \psi \psi \gamma_\nu \psi \psi) / A_0^*, \\
V^0_{m \bar{m} \psi \psi} &= (2 \bar{\psi} \gamma_\nu \Gamma_0 \psi \psi) \lambda_0 c_0^{-1} / A_0, \\
V^0_{m \bar{m} \psi \psi} &= (2 \bar{\psi} \gamma_\nu \Gamma_0^* \psi \psi) \lambda_0 c_0^{-1} / A_0^*, \\
V^0_{m \bar{m} \psi \psi} &= \lambda_0 \psi \gamma_\nu \Gamma_0 \psi \psi / A_0, \\
V^0_{m \bar{m} \psi \psi} &= \lambda_0 \psi \gamma_\nu \Gamma_0^* \psi \psi / A_0^*.
\end{align}

![Fig. 1. Bare vertices in perturbation expansion. Straight lines represent the order parameter $\psi$, wavy line represents the field $m$.](image1)

![Fig. 3. Some diagrams contributing to the self-energy $\Pi$, for the $m$-propagator.](image3)

In the last equation, $k_1$, $k_2$, and $k_3$ are the wave vectors associated with the fields $\bar{m}$, $\psi$, and $\psi^*$, respectively.

Some typical diagrams for $\Sigma$ and $\Pi$ are given in
Figs. 2 and 3. Note that each of these diagrams may represent the sum of several terms, as different elements of the matrices are considered. For example, the contribution of the lowest-order diagram in Fig. 2(a) is actually the sum of two different terms, as illustrated in Fig. 4.

B. Renormalization group

At the $l$th stage of the renormalization procedure, the equations of the model may be described in terms of renormalized propagators $G_l$ and $D_l$, together with a set of interaction vertices, each of which are matrices with indices referring to $\phi$, $\phi^*$, $\tilde{\phi}$, etc. We shall write the propagators in the form

\begin{align}
G_{l2} &= G_{l2}^* + \frac{A_l}{1 + i\omega + \Gamma_l(r + k'^2)}, \quad \text{(B10a)} \\
G_{l1} &= \frac{4\text{Re}G_l}{c_l|\lambda + \Gamma_l(r + k'^2)|^2}, \quad \text{(B10b)} \\
D_{l2} &= D_{l2}^* + \frac{1}{1 + i\omega + \lambda_l k'^2}, \quad \text{(B10c)} \\
D_{l1} &= \frac{2\lambda_l k'^2}{|\lambda + \lambda_l k'^2|^2}, \quad \text{(B10d)}
\end{align}

where the constants $c_l, r_l,$ and $\chi_l^{-1}$ are obtained from the usual static recursion relations.

The constants $\Gamma_l, \lambda_l,$ and $A_l$ are defined in terms of the partial self-energy matrices $\Sigma_l(k, \omega)$ and $\Pi_l(k, \omega)$ in which only intermediate wave vectors greater than $b^{-1} \Lambda$ are included. Specifically we identify

\begin{align}
A_l^{-1} &= A_0^{-1} - \frac{i\delta \Sigma_l(0, \omega)}{\omega_0} \left. \right|_{\omega = 0} b^{p - d - \delta + \delta}, \quad \text{(B11a)} \\
\Gamma_l &= A_0 \left( A_0^{-1} \Gamma_0 - \frac{\delta \Sigma_l(0, \omega)}{\omega_0} \right) b^{p - d - \delta + \delta}, \quad \text{(B11b)}
\end{align}

where $\delta = \delta_0$ and $\Gamma_0$ is the static self-energy.

\begin{align}
\Pi_{2l}(k, \omega) &= -g_0^2 \chi_0^{-1} \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{r_0 + p^2} + \frac{1}{r_0 + (p + k)^2} \right) \left( \frac{\Gamma_0 + \Gamma_0^*}{(r_0 + p^2)} + \frac{\Gamma_0 + \Gamma_0^*}{(r_0 + (p + k)^2)} \right), \quad \text{(B14)}
\end{align}

\begin{align}
\Sigma_{2l}(k, \omega) &= -\frac{(r_0 + k'^2) g_0^2}{A_0 \chi_0} \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{r_0 + p^2} + \frac{1}{r_0 + (p + k)^2} \right) \left( \frac{\Gamma_0(r_0 + p^2) + \lambda_0 \chi_0^{-1}(p - k)^2}{(r_0 + p^2)} + \frac{\Gamma_0(r_0 + (p + k)^2) + \lambda_0 \chi_0^{-1}(p - k)^2}{(r_0 + (p + k)^2)} \right), \\
\end{align}

where $a, \tilde{a},$ and $c$ are the rescaling exponents for the fields $\phi, \tilde{\phi},$ and $m$, respectively. We have chosen the rescaling exponent for $\tilde{m}$ as $\tilde{c} = d - c$.

The differences between the actual value of $\Sigma_l$ and $\Pi_l$ at finite $k$, and their forms in the limit $k, \omega \to 0$, must be treated as two-point vertices, which will be included in the diagrammatic expansion for the renormalization group. Thus, for example, we define a two-point vertex $W_{l2}^l$ by

\begin{align}
W_{l2}^l(k, \omega) &= \frac{4\text{Re}G_l}{c_l|\lambda + \Gamma_l(r + k'^2)|^2} - b^{p - d - \delta + \delta}, \quad \text{(B12)} \\
W_{l2}^l(k, \omega) &= -\frac{4\text{Re}G_l}{c_l|\lambda + \Gamma_l(r + k'^2)|^2} - b^{p - d - \delta + \delta}, \quad \text{(B13)}
\end{align}

where $k' = k^0 + k'_1$ and $\omega' = \omega - k_0'$. The two-point vertices are small for small $\epsilon$, and may be neglected in deriving recursion relations to lowest order in $\epsilon$ (see below).

In a similar manner we may consider the partially renormalized three- and four-point vertices $V_l^l$ and $U_l^l$. In general, these will be functions of their wave vectors and frequencies. To lowest order in $\epsilon$, these functions may be replaced by their values in the limit $k, \omega \to 0$, and may be written in the same form as (B8) and (B9), with $\gamma_0, \Gamma_0, \kappa_0,$ etc., replaced by $\gamma_l, \Gamma_l, \kappa_l,$ etc. The constants $\gamma_l$ and $\kappa_l$ are determined by the static renormalization group.

C. Calculation of lowest-order recursion relations

The lowest-order diagrams for $\Sigma$ and $\Pi$ are those of Fig. 2(a) and 3(a), respectively. These diagrams have the value

\begin{align}
\lambda_l = \chi_l^{-1} \left( \lambda_l \chi_0^{-1} - \lim_{k \to 0} \Pi_{2l}(k, \omega) b^{p - 2l} \right), \quad \text{(B11c)}
\end{align}
FIG. 4. Two different terms included in diagram 2a, corresponding to two possible choices of the matrix elements of the propagators.

In (B14) and (B15) we have performed the integration over intermediate frequencies, and have summed over the contributing components of the matrices $G^0$ and $D^0$, but we have left explicit the momentum integrals. Recursion relations for $\lambda_{i+1}$ and $\Gamma_{i+1}$ are obtained by substituting $\lambda_1$, $\lambda_2$, $\gamma_1$, $\gamma_2$, $\gamma_3$, $\ldots\gamma_k$, $\Gamma_0$, $\gamma_0$, $\gamma_0$, $\ldots\gamma_0$, on the right-hand sides of (B14) and (B15), and restricting the momentum integrals to the shell $\Lambda < b < \Lambda$. The values of the static parameters are determined by the static recursion relations, and the changes in $\lambda_{i+1}$ and $\Gamma_{i+1}$ are extracted from the behavior at $\omega = 0$ and $k = 0$, according to Eqs. (B11). Finally, rescaling is performed and Eqs. (3.11) and (3.12) are obtained. The recursion relation for the quantity $A_{i+1}$, which was not needed in the text, is given by

$$A_{i+1} = A_i (\xi + \tilde{\eta}) \left( 1 - \frac{4\gamma_0 (\Gamma_0 + 2i\tilde{\eta}_0 \tilde{K} \ln b)}{\Gamma_0 + \lambda_1 \chi_0} \right).$$

(B16)

The coupling constant $\tilde{\gamma}_i$ must be extracted from the asymptotic form of the renormalized three-point vertex $V'$. To lowest order in $\epsilon$, we approximate $V'$ by matrix elements of the same form as (B9) but with renormalized coupling constants $g_i$, $\gamma_i$, etc. The deviation of the full vertex $V'$ from the simple form of (B9) can be shown to be small, i.e., finite and higher order in $\epsilon$ (see below.) Similarly, the four-point vertex $U'$ may be approximated by the simple form (B8) with renormalized parameters $\tilde{\eta}_i$, etc.

All the parameters other than $g_i$, which enter the approximate form of $V$ and $U'$, are determined either from the static renormalization group, or from the previously discussed dynamic self-energies $\Sigma_{2i}$ and $\Pi_{2i}$. Furthermore, one can show that recursion relation for $g_i$ can be written in the form (3.10), to all orders in $\epsilon$. The fact that there is no nontrivial renormalization of $g_i$ is closely related to the exactness of the Josephson relation and the Ward identity. This renormalization of $g_i$ has been checked, to lowest order in $\epsilon$, by explicit computation of the renormalized vertices $V_{m_0 \xi}$ and $V_{m_0 \psi}$. The diagrams which enter to lowest order are shown in Fig. 5. The computation is rather complicated in the asymmetric case where each vertex has both a dissipative and nondissipa-tive part. We shall not give details here.

It may be noted that the coefficient $A_i$, will be independent of $l$, for large $l$, if and only if the nonphysical scaling exponent $\tilde{\eta}$ is chosen appropriately. We see from (3.16) and (B15), that $\tilde{\eta}$ will be equal to 3, in the limit $\tilde{\eta} \to 4$. We may also remark that the exponent $\tilde{\eta}$ is in general complex at the asymmetric fixed point.

In principle, we could have introduced a coefficient $B_i$, analogous to $A_i$, in the numerator of $D_{ij}$. The equations analogous to (B11a) and (B16) would be trivial, however, because $\Pi$ is proportional to $k^2$, and $A_{\Pi_2}(k, \omega) / \omega \omega_{\omega_0}$ must vanish in the limit $k \to 0$. The choice $\tilde{\gamma} = \tilde{\omega} - \tilde{c}$ leads to $B_i$ independent of $l$, and we choose $B_i = 1$.

D. Justification to all orders in $\epsilon$

The detailed justification of the above procedures follows closely the discussion of the static case given by Wilson and Kogut. We mention here only a few of the more subtle points.

(i) The self-energies and vertices generated by the renormalization group are claimed to be regular functions of the wave vectors and frequencies, in the limit $k \to 0$ and $\omega \to 0$. It is clear that the integrals arising from any diagram in our perturbation theory have integrands which remain finite and regular for any frequency on the real axis as long as all intermediate momenta are restricted to a shell, with $b \sim \Lambda \leq \omega < \Lambda$. Furthermore the integrals over intermediate frequency variables can be carried out from $-\infty$ to $\infty$, without any difficulties, because the integrands fall off sufficiently rapidly at infinity and contain no poles or singularities closer to the real axis than the minimum of $2Re \lambda \Lambda^2$ and $(\lambda \chi^{-1} + Re \lambda)^2$.

The integrations over intermediate wave vectors can lead to no divergences, because the regions of integration are finite. Unfortunately, however, the use of sharp cutoffs in $k$ space does lead to nonanalyticities of a weaker sort, e.g., a term in the self-energy proportional to $|k|$—because the volumes of integration in various diagrams are non-analytic functions of the incoming momenta.
These spurious singular terms lead to no fundamental change in the renormalization group because the singularities introduced at any stage \(l\) are cancelled by singularities of the opposite sign in the next stage of the integration. Alternatively, one may employ a renormalization group with “soft” cutoffs and avoid these difficulties.\(^{10}\) We emphasize that these problems of sharp cutoffs are also a feature of the static renormalization group and are not consequences of the extension to dynamics.

(ii) In developing the renormalization group, we must keep explicit track of the slowly-varying parameters, i.e., those parameters which are multiplied by a non-negative power of \(b\) (either \(b^3\) or \(b^0\)) under the scaling operation \(R_b\), in the limit of four dimensions. The remaining variables correspond to fast transients and may be ignored (to lowest order in \(\epsilon\)) or eliminated in favor of the slow variables (at higher orders in \(\epsilon\)). The slow variables in the present case are the constant part of \(\Sigma\), the part proportional to \(k^2\), the constant part of \(\Sigma'\), the parts of \(\Pi\), and the parts of \(U\) and \(V\) listed in (B8) and (B9).

(iii) The slowly-varying constants are not all independent—there are various constraints that must be obeyed if detailed balance and the fluctuation-dissipation theorem are to be satisfied. To lowest order in \(\epsilon\), for example, \(\Pi_{12}\) and \(\Pi_{21}\) are related, for small \(k\), by

\[
\Pi_{21}(k, 0) = -\chi_b(k, 0)\Pi_{12}(k, 0), \quad (B17)
\]

The relation between \(\Sigma\) and \(\Sigma'\), to lowest order in \(\epsilon\), is given by Eq. (B19), with \(W_b\) set equal to zero. Also, the coupling constants \(g_1\) and \(\gamma_1\) appearing in different parts of the vertices \(V\) and \(U\) must be the same. Indeed, we see that to lowest order in \(\epsilon\), the system of propagators and vertices at stage \(l\) is equivalent to a set of Langevin equations of the form (2.1), with renormalized coupling constants. We have already remarked in Sec. II, that in order for the proper equilibrium distribution to be reached, it is necessary for the constants \(\Gamma_0\) and \(\lambda_0\) in (2.1d) and (2.1e) to be the same as in (2.1a) and (2.1b), and similarly for the constant \(g_0\) in (2.1a) to be the same as in (2.1b).

(iv) In higher order in \(\epsilon\), the relation between \(\Sigma\) and \(\Sigma'\) is not direct. The two-point vertex \(W_b\), defined by (B12) and (B13), is small (of relative order \(\epsilon\) or higher) but nonzero. In principle, \(W_b(k, \omega)\) may be expressed in terms of the slowly-varying coupling constants by inverting the renormalization group equations and the detailed balance condition. (Cf. Wilson and Kogut and also the analysis of Wilson, Ref. 10.) Similar considerations apply to the relation between \(V_{\mu\delta\phi}\) and \(V_{\nu\xi\phi}\), etc.

(v) It should be remarked that \(\Pi'\) and \(V'\) are proportional to \(k^2\) as \(k \to 0\), to all orders in \(\epsilon\). Also, matrix elements such as \(\Sigma_{11}, \Pi_{11}, V_{12}^*, U'_{12}^*\) and \(U'_{12}^*\) vanish identically. Matrix elements such as \(V_{\mu\delta\phi}\) and \(V_{\nu\xi\phi}\) do not vanish identically, but are small (higher order in \(\epsilon\)).

(vi) As remarked above, the precise relationship between the physical correlation functions or response functions and the parameters of the off-diagonal Green’s functions \(G_{12}\) and \(D_{12}\) becomes complicated beyond the lowest order in \(\epsilon\). We have, for example,

\[
\chi_b(k, \omega) = G_{12}(k, \omega) A_{12} + \Lambda_b(k, \omega), \quad (B18)
\]

where \(\Lambda_b\) is a vertex correction which has a diagrammatic expansion similar to \(\Sigma\), except that the first interaction in \(\Lambda_b\) must be taken to be \(\frac{1}{2}g_0 R_0^*\). We also have

\[
\chi_b(k, \omega) = D_{12}(k, \omega) \Lambda_b(k, \omega), \quad (B19)
\]

The diagrammatic expansion for \(\Lambda_b\) is the same as for \(\Pi_{12}\), except that the first vertex must be \(-i g_0 e^{*} e^{*}\). In the symmetric case, model \(E\), where \(\gamma_0 = 0\), and \(\chi = \chi_0\), it is easy to see that

\[
\Lambda_b(k, \omega) = -\chi_0 \Pi_{12}(k, \omega). \quad (B20)
\]

Thus, according to (A19), we may express the physical transport coefficient \(\lambda\) as

\[
\lambda = \lambda_0 - \lim_{\epsilon \to 0} \epsilon^2 \Pi_{12}(k, 0) \chi. \quad (B21)
\]

A simple relationship between \(\Lambda_b\) and \(\Sigma_{12}\) analogous to (B20) does not exist even in the symmetric case, since there are diagrams such as Fig. 2(e) which contribute to \(\Sigma_{12}\), but not to \(\Lambda_b\). On the basis of our renormalization-group analysis, however, we know that

\[
\Gamma(T) = \alpha \Gamma^*, \quad (B22)
\]

where

\[
\Gamma^* = \chi_0 e(0, 0) - \frac{r_0}{A_0 - i \epsilon} \frac{A_0^{-1}}{U_2(0, \omega)} \frac{A_0^{-1}}{U_2(0, \omega)} \omega^\epsilon, \quad (B23)
\]

and where \(a_0\) is finite and universal, as \(T \to T_c\), and equal to unity in the limit \(\epsilon \to 0\). We shall see in Appendix D that for model \(E\), \(a_0 = 1 + O(\epsilon)\) and that \(a_0\) cancels the denominator of Eq. (B23).

**APPENDIX C: CORRECTION TERMS IN THE ASYMMETRIC MODEL**

We wish to study the recursion relations (3.8)–(3.15) for model \(F\) in the case \(\alpha < 0\), i.e., when \(v_0 = 0\). When \(|\alpha|\) is small \(v_1\) approaches zero very slowly as \(l \to \infty\), and we shall retain the corrections of order \(v_1\) in Eqs. (3.14) and (3.15). It is con-
venient to rewrite these recursion relations in differential form,

\[
\frac{d\lambda}{dl} = \lambda(-\frac{1}{3}c + \frac{1}{2}f), \tag{C1}
\]

\[
\frac{d\chi}{dl} = 4\nu\chi, \tag{C2}
\]

\[
\frac{dv}{dl} = v(\alpha/\nu - 4v), \tag{C3}
\]

\[
\frac{df}{dl} = \frac{f}{w} \operatorname{Re}[w(c - \frac{1}{3}f - A)], \tag{C4}
\]

\[
\frac{dw}{dl} = w(A - \frac{1}{3}f + 4v), \tag{C5}
\]

\[
A = (1 + w)^{-1/2}[f w' + w - 4v w - 4i(f w')^{1/2}], \tag{C6}
\]

\[
w = w' + i\omega, \tag{C7}
\]

where the quantities \(\lambda, f, \chi, v,\) and \(w\) are all functions of \(l\). It is clear from Eq. (C3) that \(v = 0\) when \(l \to \infty\), for \(\alpha < 0\). In order to find the large-\(l\) behavior of the various quantities, we expand the equations about the symmetric fixed point \(w_0 = 1, f_0 = \epsilon, v_0 = 0\). It is important to note that \(w_0(l)\) is proportional to \([v(l)]^{-1/2}\) [see Eqs. (C5) and (C6)], so that we must go to second order in \(w_0(l)\). Let us write

\[
f(l) = \epsilon[1 + Z(l)], \tag{C8}
\]

\[
w(l) = 1 + X(l), \tag{C9}
\]

\[
w''(l) = Y(l), \tag{C10}
\]

\[
v(l) = \epsilon k^2 l. \tag{C11}
\]

Then to second order in \(k(l)\) we find

\[
\frac{dY}{dl} = -\frac{1}{3}\epsilon X - \frac{1}{3}\epsilon k Y - 2\epsilon k, \tag{C12}
\]

\[
\frac{dX}{dl} = \frac{1}{3}\epsilon X - \frac{1}{3}\epsilon k Y^2 + 2\epsilon k^2 + \epsilon k Y, \tag{C13}
\]

\[
\frac{dZ}{dl} = -\epsilon Z + \frac{1}{3}\epsilon X - \epsilon k Y + \frac{1}{3}\epsilon Y^2 + 2\epsilon k^2. \tag{C14}
\]

These equations may now be solved for \(Y(l), X(l),\) and \(Z(l)\) in terms of \(k(l)\), assuming \(k(l)\) to be slowly varying. The general form of these equations is

\[
\frac{dh}{dl} = -\nu h + s(h), \tag{C15}
\]

with \(s(h)\) slowly varying. The solution is

\[
h(l) = e^{-\nu l} \int_0^l e^{\nu l'} s(l') dl', \tag{C16}
\]

which may be written as

\[
h(l h(s(l)) [\alpha(l) - l + \sigma(l)(l' - l) + \cdots], \tag{C17}
\]

where \(\sigma(l) = d\ln s(l)/dl < 0\), and we assume that \(|\sigma| < a\) [i.e., \(s(l)\) is slowly varying]. We may then extend the integral in (C17) down to \(l_0 - \infty\), and obtain

\[
h(l) = s(l)(\alpha + \sigma)^{-1} = a^{-2}\hat{s}(l) - a^{-2}\hat{s}(l) + \cdots, \tag{C18}
\]

where the dot in \(\hat{s}(l)\) denotes a derivative with respect to \(l\). Equation (C18) can be applied to Eqs. (C12)–(C14), in turn, to obtain

\[
Y(l) = -\frac{1}{3}k + (32/9\epsilon)\hat{k}(l) + \cdots, \tag{C19}
\]

\[
X(l) = 8k^2 - \frac{1}{3}Y^2 + 4kY + (4/\epsilon)Y' - (64/\epsilon)k^2
\]

\[
= 16/\epsilon\hat{k}Y + \hat{k}Y + \cdots, \tag{C20}
\]

\[
Z(l) = 4k^2 + (40/9\epsilon)\hat{k}k + \cdots. \tag{C21}
\]

where the terms left out of Eqs. (C19)–(C21) are of higher order in \(k, \hat{k}, \) etc. Equations (C8) and (C1) yield

\[
f(l) = \epsilon + 4v + (40/18\epsilon)\hat{v} + O(\epsilon^2, \hat{v}) \tag{C22}
\]

and

\[
\frac{d\ln \lambda}{dl} = \frac{d\ln \chi}{dl} \left(\frac{1}{3} + \nu \phi_1 \frac{d\ln v}{dl}\right), \tag{C23}
\]

with

\[
\phi_1 = (5/18\epsilon\nu)[1 + O(\epsilon)]. \tag{C24}
\]

If we define

\[
\phi(l) = \text{const}(l)^{-1/2}(l), \tag{C25}
\]

then Eq. (C23) reads

\[
\frac{d\ln \phi}{dl} = \phi^2 \frac{d
u}{dl}, \tag{C26}
\]

where we have used (C2). Equation (C26) may be solved to yield

\[
\phi = \text{const} e^{\nu v + v} = 1 + 4\nu v + \cdots. \tag{C27}
\]

In Eq. (C27) we have chosen the undetermined constant of Eq. (C25) such that \(\phi(\alpha) = 1\).

In order to relate the function \(v(l)\) to observable quantities, we note that the physical susceptibility \(\chi(T)\) is expressible in terms of the rescaled quantity \(\chi(l)\) by [cf. Eq. (3.8)],

\[
\chi(T) = (\kappa/\lambda)^{\frac{3}{2}}(l - L) = \chi(l) = l_\alpha \tag{C28}
\]

\[
l_\alpha = l_\alpha - \ln(\kappa/\lambda) = l_\alpha - \nu \ln \left(i\right); \tag{C29}
\]

the second equality in (C28) follows from Eq. (3.26), for \(\alpha < 0\). Let us define the "effective exponent"

\[
\alpha_\nu(l) = -\frac{d\ln \chi(T)}{dl} = \frac{\nu d\ln \chi(T)}{dl} \bigg|_{i=\nu}, \tag{C30}
\]

which according to Eq. (C2), is given by

\[
\alpha_\nu(l) = \alpha_\nu(l) = 4\nu v(l). \tag{C31}
\]
Equation (C27) can then be rewritten
\[ \varphi = 1 + \varphi_0 \alpha + O(\varphi_0^2). \]  
(C32)
The temperature dependence of \( \alpha \) is found from
the differential equation (C3), which can be written as
\[ \frac{d\alpha}{dt} = \frac{\alpha}{\nu} (\alpha - \alpha_0). \]  
(C33)
The solution is
\[ \alpha(t) = \frac{-\alpha \exp[\alpha(\nu - l - l_0)]}{A - \alpha - A \exp[\alpha(\nu - l - l_0)]} = \frac{A t^{-\alpha}}{1 + (A/\alpha)(t^{-\alpha} - 1)}, \]  
(C34)
with \( A = \alpha_0 (l - l_0) \); in the second equality in (C34) we
used (C29). The quantity \( \chi(l) \) can now be found by
solving Eq. (C2), and \( \chi(T) \) obtained from (C30), as
\[ \chi(T)/\chi = (A/\alpha)(t^{-\alpha} - 1) + 1, \]  
(C35)
where \( \chi_0 = \chi(l = l_0) = \chi(l = 1) \), is the value “far from \( T_c \).” The quantities \( \chi_0 \) and \( A \) are nonuniversal
since they depend on \( l_0 \), or the cut-off \( \Lambda \).

Note that in liquid helium the “susceptibility” \( \chi(T) \)
is the specific heat \( C(T) \), as explained in
Sec. IV B. The parameter \( \alpha_0(t) \) is simply related to
the ratio \( C(T)/C(-l) \). We may write
\[ C(T)/C_0 = (A/\alpha)(t^{-\alpha} - 1) + 1, \]  
(C36a)
\[ C(T)/C_0 = (A^t/\alpha)(t^{-\alpha} - 1), \]  
(C36b)

From Eqs. (C36) and (C34) we find
\[ C(T)/C_0 = [1 + \bar{P}_0(l)]^{-1}, \]  
(C37)
where we defined a universal quantity, Eq. (4.26),
\[ \bar{P} = \varphi(l) - 1 = A \varphi / A. \]  
(C38)

From the relation between the physical transport
coefficient \( \lambda(T) \) and the rescaled function \( \lambda(l) \), we
find, using (C25), (3.3), and (3.4),
\[ \lambda(T) = (k/\Lambda)^{t-3/2} \lambda[\chi(l)]_{\chi_0}^{1/2} \varphi(l), \]  
(C39)
\[ \lambda(T) = g_0 \varphi \omega \omega_f^{1/2} = 2/t^{3/2} |C_f(T)|^{1/2} \varphi'(\alpha). \]  
(C40)

In obtaining Eq. (C40), we have neglected the
exponentially decaying transients in \( f(l) \), arising
from the terms independent of \( v(l) \) or \( k(l) \) in
Eqs. (C12)–(C14). These will give rise to powers
of \( t \) with combinations of the following exponents
corresponding, respectively, to the eigeneoperators \( w', \) \( w'' \), and \( \epsilon^{-2} t^{-1} \): \( x_1 = \frac{1}{4} \epsilon v + O(\epsilon^2), \]  
(C41)
\[ x_2 = \frac{3}{4} \epsilon v + O(\epsilon^2), \]  
(C42)
\[ x_3 = \epsilon v + O(\epsilon^3). \]  
(C43)

Thus the final expression for \( \lambda(T) \) is as given in
Eq. (4.21) of the text.

The foregoing calculation applied to the case
\( \alpha < 0 \), where the susceptibility \( \chi(T) \) goes to a
finite limit at \( T_c \), and \( \alpha \) vanishes when \( t \to 0 \) [cf.
Eq. (C34)], so that the expansion in (C32) should
become applicable as \( T - T_c \). For \( \alpha > 0 \), Eqs.
(C40) and (C37) can still be shown to be valid, but
\( \alpha_0 \) tends towards \( \alpha \) at \( T_c \), and \( \varphi(\alpha) \) goes to a
finite constant, which affects the amplitude of
\( \lambda(T) \) in Eq. (C40), in the asymptotic limit.

APPENDIX D: SECOND-ORDER CALCULATION
FOR MODEL E

In order to find the amplitude ratios \( R_\lambda \) and \( R_\Gamma \)
to second order in \( \epsilon \) we shall use the Feynman-
graph expansion method of Wilson,\(^{30}\) rather than the
recursion relations. This means that we do
perturbation theory in the Hamiltonian (B6) with
parameters \( \bar{u}_0, \chi_0, \Gamma_\lambda, \lambda_0, \gamma_0, \gamma_0 \), etc.,
which depend on \( \epsilon \), and are fixed in such a way as to
eliminate slow transients from the perturbation
theory. We shall only consider the symmetric
case, where \( \gamma_0 = 0 \), so that \( \Gamma_\lambda \) is real, \( \chi \) is equal
to the bare susceptibility \( \chi_0 \), and \( \bar{u}_0 = \nu_0 \). The
physical coefficients \( \lambda \) and \( \Gamma \) will be obtained
from Eqs. (B21)–(B23), so that we need only cal-
culate the off-diagonal self-energies \( \Sigma_{2a} \) and \( \Pi_{2a} \).

Since \( g_0 \) is not renormalized, we shall use it to
fix the overall frequency scale. We also choose \( A_0 = c_0 = 1. \) Let us introduce the dimensionless
quantities
\[ f_0 = K \bar{g}_0 \Lambda^{1/2} \lambda_0 \Gamma_\lambda, \]  
(D1)
\[ \nu_0 = \Gamma_\lambda \lambda_0/\lambda_0, \]  
(D2)

where
\[ K^{-1} = 2^{1/2} \epsilon^{1/2} \Gamma(1/4) \epsilon^{1/2} \lambda_0 \]  
(D3)
\[ = 8 \pi^{1/2} [1 - 1.477 \epsilon + O(\epsilon^2)]. \]  
(D3)

We shall fix \( f_0 \) and \( \nu_0 \) as functions of \( \epsilon \), by the
requirement that the scaling relations (3.55) and
(3.56) be satisfied order by order.

The diagrams contributing to \( \Sigma_{2a} \) up to second
order in \( \epsilon \) are shown in Fig. 2. The three-point
vertex is \( \nu \) [Eq. (B9)], and the four-point vertex
\( \nu' \) [Eq. (B8)]. The propagators will be taken in the
form (B5), except that \( \gamma_0 \) is replaced by \( \gamma = \chi_0 \) \( (k = 0) \),
i.e., one performs a “mass renormalization,” \( m_0 \)
After considerable rearrangement, the contribution
from the diagrams in Fig. 2 can be reduced to the
following form:
\[
\Sigma_{21}^{(k = 0, \omega)} = -r g 2 \chi_0^{-1} \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \frac{1}{(r + p^2)^{-1}[\gamma_0 + \Gamma_0 (r + p^2) + \lambda_0 \chi_0^{-1} p^2]^{-1}},
\]
\[
\Sigma_{21}^{(\epsilon)}(0,0) + \Sigma_{21}^{(\epsilon)}(0,0) = r (g 2 \chi_0^{-1})^2 \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \int_0^\Lambda \frac{d^4 q}{(2\pi)^4} (r + q^2)^{-1}[\gamma_0 \chi_0^{-1} p^2 + \Gamma_0 (r + p^2)]^{-2}
\times \left[ \frac{1}{(r + \Gamma_0)^{-1}(r + p^2)^{-1} + \Gamma_0(r + q^2)} \right] + \frac{2}{(r + p^2)^2} \Gamma_0 \frac{r + q^2 + (p + q)^2 + 3r}{(r + p^2)^2 + q^2 + (p + q)^2 + 3r},
\]
\[
\Sigma_{21}^{(\epsilon)}(0,0) = r (g 2 \chi_0^{-1})^2 \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \int_0^\Lambda \frac{d^4 q}{(2\pi)^4} (r + p^2)^{-1}[\gamma_0 \chi_0^{-1} p^2 + \Gamma_0 (r + p^2) + \lambda_0 \chi_0^{-1} q^2 + \Gamma_0 q^2 + \Gamma_0 r]^{-1}
\times \left[ \frac{[p^2 - (p + q)^2]^2 + q^2 - (p + q)^2}{(r + p^2)(r + q^2)(r + (p + q)^2)^3 + \Gamma_0 (r + q^2)^3} \right] + \frac{1}{(r + p^2)^2} \Gamma_0 \frac{r + q^2 + (p + q)^2 (3r)}{(r + p^2)^2 + q^2 + (p + q)^2 + 3r},
\]
\[
\Sigma_{21}^{(\epsilon)}(0,0) = 128 \ln 2^3 \Gamma_0 \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \int_0^\Lambda \frac{d^4 q}{(2\pi)^4} (r + p^2)^{-1}[\gamma_0 \chi_0^{-1} (p^2 + q^2)^2 + \Gamma_0 (3r + p^2 + q^2 + (p + q)^2)]^{-1},
\]

\[
\Pi_{21}^{(\epsilon)}(k,0) = -\frac{2}{\gamma_0 \chi_0 \Gamma_0} \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \frac{1}{(r + p^2)^{-1} + \gamma_0 \chi_0^{-1} (p^2 + q^2)^2 + \Gamma_0 (3r + p^2 + q^2 + (p + q)^2)}.
\]

The diagram coming from Fig. 2(f) gives no contribution in the symmetric model for $k = 0$. The similar diagrams for $\Pi_{21}(k,0)$ shown in Fig. 3 lead to the integrals
\[
\Pi_{21}^{(\epsilon)}(k,0) = -\frac{2}{\gamma_0 \chi_0 \Gamma_0} \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \frac{1}{(r + p^2)^{-1} + \gamma_0 \chi_0^{-1} (p^2 + q^2)^2 + \Gamma_0 (3r + p^2 + q^2 + (p + q)^2)}.
\]

and the diagram in Fig. 3(d) does not contribute. The quantities $f_0$ and $w_0$ are known in lowest order from the recursion relation analysis, and in general we write them in the form
\[
f_0 = \epsilon (1 + f_0 \epsilon \cdots),
\]
\[
w_0 = 1 + w_0 \epsilon \cdots.
\]

We find, to second order in $\epsilon$, for $r \rightarrow 0$,
\[
\Sigma_{21}^{(\epsilon)}(0,0) = -\frac{2}{\gamma_0 \chi_0 \Gamma_0} \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \frac{1}{(r + p^2)^{-1} + \gamma_0 \chi_0^{-1} (p^2 + q^2)^2 + \Gamma_0 (3r + p^2 + q^2 + (p + q)^2)}.
\]

The other integrals, which are multiplied by $f_0^2 \epsilon^4$, may be evaluated for $d = 4$, inserting the lowest-order values for $f_0$ and $w_0$ from (111) and (112). A rather lengthy calculation yields,
\[
\Sigma_{21}^{(\epsilon)}(0,0) = \gamma_0 \epsilon^4 f_0^2 \xi^2 \frac{2}{\gamma_0 \chi_0 \Gamma_0} \ln \left( \frac{\Lambda^2}{\gamma} \right) + \ln \left( \frac{\Lambda^2}{\gamma} \right) + \frac{\Omega(\xi)}{\gamma^2},
\]

\[
\Pi_{21}^{(\epsilon)}(k,0) = \frac{2}{\gamma_0 \chi_0 \Gamma_0} \int_0^\Lambda \frac{d^4 p}{(2\pi)^4} \frac{1}{(r + p^2)^{-1} + \gamma_0 \chi_0^{-1} (p^2 + q^2)^2 + \Gamma_0 (3r + p^2 + q^2 + (p + q)^2)}.
\]

The term $\Sigma_{21}^{(\epsilon)}(0,0)$ is just equal to $\Gamma_0$ times the contribution of the diagram $2(e)$ to the renormalization of $\gamma$, and thus drops out of the correction to $\Gamma'$. We choose $w_0 = \frac{1}{2} \pi \epsilon$ fixed at its lowest-order value, \[11\] for $n = 2$. In addition, we find
\[
\Pi_{21}^{(\epsilon)}(k,0) = (\lambda_0 \xi^2 /\chi_0) \frac{2}{\gamma_0 \chi_0 \Gamma_0} \ln \left( \frac{\Lambda^2}{\gamma} \right) (6 \ln 3 - 12 \ln 2 - 1) + \ln \left( \frac{\Lambda^2}{\gamma} \right),
\]

\[
\Pi_{21}^{(\epsilon)}(k,0) = (\lambda_0 \xi^2 /\chi_0) \frac{2}{\gamma_0 \chi_0 \Gamma_0} \ln \left( \frac{\Lambda^2}{\gamma} \right) (6 \ln 2 - 3 \ln 3 - 1).
\]

We now insert the above results into Eqs. (B23)
and (B21) for \( \Gamma' \) and \( \lambda \), with \( A_0 = 1 \) and \( \chi_0 = \chi \), for the symmetric case. To linear order in \( \epsilon \) we obtain, using Eqs. (D11)–(D20),

\[
\begin{align*}
\Gamma' / \Gamma_0 &= (1 - \frac{1}{2} \epsilon + \frac{1}{2} \epsilon \ln 2) (1 + \frac{1}{2} \epsilon \ln (\lambda^2 / \gamma)) \\
+ &\frac{1}{\beta} \epsilon^2 \ln (\lambda^2 / \gamma) + \epsilon^2 \ln (\lambda^2 / \gamma) \\
= &\left( \frac{1}{\beta} f'_0 - \frac{1}{\beta} w'_0 - \frac{1}{\beta} \ln 2 + \frac{1}{\beta} \ln 3 + \frac{2}{\beta} - \frac{2}{\beta} \ln \frac{1}{\beta} \right),
\end{align*}
\]

(D21)

\[
\lambda / \lambda_0 = (1 - \frac{1}{2} \epsilon) (1 + \frac{1}{2} \epsilon \ln (\lambda^2 / \gamma)) + \frac{1}{\beta} \epsilon^2 \ln (\lambda^2 / \gamma) \\
+ \epsilon^2 \ln (\lambda^2 / \gamma) \left( \frac{1}{\beta} f'_0 + \frac{1}{\beta} \ln 3 - \frac{1}{\beta} \ln 2 + \frac{1}{\beta} \right).
\]

(D22)

According to dynamic scaling [see Eqs. (3.5) and (3.6)], we must have

\[
\lambda = K^{\epsilon / 2 - \gamma} \ln (\lambda^2 / \gamma) = - \frac{1}{2} \ln \beta
\]

(D23)

\[
\Gamma' = K^{\epsilon / 2 - \gamma} \ln (\lambda^2 / \gamma) + \frac{1}{\beta} \epsilon^2 \ln (\lambda^2 / \gamma)
\]

(D24)

We may verify these relations to linear order in \( \epsilon \), by comparing the terms proportional to \( \epsilon \ln (\lambda^2 / \gamma) \) with the terms of order \( \epsilon^2 \ln (\lambda^2 / \gamma) \) in (D21) and (D22). This exponentiation condition confirms the validity of the lowest-order expressions for \( f'_0 \) and \( w'_0 \) in Eqs. (D11) and (D12). Moreover, from the condition that the scaling relations (D23) and (D24) should also hold in second order in \( \epsilon \), we find conditions on the terms proportional to \( \epsilon^2 \ln (\lambda^2 / \gamma) \) in (D21) and (D22), which imply

\[
\begin{align*}
\frac{1}{\beta} f'_0 &= \frac{1}{\beta} \ln \frac{1}{\beta} - \frac{1}{\beta} = -0.284, \\
\frac{1}{\beta} w'_0 &= \frac{1}{\beta} \ln \frac{1}{\beta} - \frac{1}{\beta} = -1.659,
\end{align*}
\]

(D25)

(D26)

where we have used the value (for \( n = 2 \)) \( \eta = \frac{1}{6} \epsilon^2 \).

In order to find the critical amplitude ratios we return to Eq. (D22), which we rewrite as

\[
\lambda = \lambda_0 (1 - \frac{1}{2} \epsilon) (\lambda^2 / \gamma)^{\epsilon / 2} = R_{\lambda} \lambda_0^{1/2} K^{\epsilon / 2},
\]

where

\[
R_{\lambda} = (1 - \frac{1}{2} \epsilon) (\lambda_0 / \gamma)^{1/4} = R_{\lambda} \lambda_0^{1/2} K^{1/2},
\]

and we have used Eqs. (D1), (D2), and the relation \( R_{\lambda} \lambda_0^{1/2} = R_{\lambda} \lambda_0^{1/2} K^{1/2} \).

Therefore, we may calculate \( \lambda_0 / \gamma \) = \( \frac{1}{\beta} \epsilon \), etc., which is the quantity entering (D28). Inserting also \( f'_0 \) to second order in \( \epsilon \) from (D11) and (D25), we find

\[
R_{\lambda} = K^{\epsilon / 2 - \gamma} \ln (\lambda^2 / \gamma) = - \frac{1}{2} \ln \beta
\]

(D27)

\[
R_{\lambda} = K^{\epsilon / 2 - \gamma} \ln (\lambda^2 / \gamma) = - \frac{1}{2} \ln \beta
\]

(D28)

\[
\lambda_0 = K^{\epsilon / 2 - \gamma} \ln (\lambda^2 / \gamma) + \frac{1}{\beta} \epsilon^2 \ln (\lambda^2 / \gamma)
\]

(D29)

In a similar manner we find

\[
\Gamma' = \Gamma_0 (1 - \frac{1}{2} \epsilon + \frac{1}{2} \epsilon \ln 2) K^{\epsilon / 2 + \eta}.
\]

(D30)

In order to calculate the physical quantity \( \Gamma' \), we must know the vertex correction \( \Lambda(k, \omega) \) in (B18) to first order in \( \epsilon \). Only the diagram Fig. 2(a) contributes, and we have, to first order in \( \epsilon \),

\[
\Lambda(k, \omega) = -(r + k^2) \frac{1}{2} \Sigma_{(2)}(k, \omega).
\]

(D31)

Using (B18), (B23), (A20), and (2.16), we then find, for the symmetric model with \( A_0 = 1 \)

\[
\Gamma' = \Gamma_0 \left( 1 - \frac{1}{2} \frac{\partial \Sigma_{(2)}(0, \omega)}{\partial \omega} \right)
\]

(D32)

Thus, for \( R_{\lambda} \) of Eq. (3.67) we find

\[
R_{\lambda} = \frac{\Gamma_0^2}{r R_{\lambda}} = \frac{\lambda_0^{2}}{\lambda_0^{2}}
\]

(D33)

\[
R_{\lambda} = \frac{\Gamma_0^2}{r R_{\lambda}} = \frac{\lambda_0^{2}}{\lambda_0^{2}}
\]

(D34)

Expanding, once again, the quantities \( w_0^{1/2} \) and \( f_0^{1/2} \) we obtain

\[
R_{\lambda} = K^{\epsilon / 2} \epsilon^{1/2} \left[ 1 - 0.86 \epsilon + O(\epsilon^2) \right].
\]

(D35)

APPENDIX E: EFFECTS OF ENERGY CONSERVATION

Let us consider the following three-field model

\[
\frac{\partial \psi}{\partial t} = -2 \Gamma_0 \frac{\partial F}{\partial \psi} - i \phi \frac{\partial F}{\partial \phi} + \theta,
\]

(E1a)

\[
\frac{\partial \phi}{\partial t} = \lambda_0 \frac{\partial F}{\partial \phi} + 2 \bar{g}_0 \ln \left( \psi^* \frac{\partial F}{\partial \psi^*} + \zeta \right),
\]

(E1b)

\[
\frac{\partial \zeta}{\partial t} = \lambda_0 \frac{\partial F}{\partial \zeta} + \phi,
\]

(E1c)

\[
F_0 = \int d^2x \left( \frac{1}{2} \bar{\phi} \phi + \frac{1}{2} \bar{\phi} \phi + \frac{1}{2} \bar{\psi} \psi + \frac{1}{2} \bar{\psi} \psi \right)
\]

(E1d)

where \( m \) and \( \bar{\zeta} \) are real fields representing the \( x \) component of magnetization \( S_x \) and energy density, respectively, and \( \psi \) is a complex order parameter representing \( S_y - i S_z \). The noise sources \( \psi \), \( \bar{\zeta} \), and \( \bar{\zeta} \) have Gaussian correlations, as in (2.1).

By the symmetry properties of the system under 180° rotations about the \( z \) axis, it may be seen that the \( \bar{\zeta} \) equation cannot possess reversible terms (proportional to \( g_0 \)), or terms containing \( \delta F / \delta m \). The model defined by Eq. (B1), which we shall call model \( E \), reduces to model \( E \) at \( \gamma_0 = 0 \), and to model \( C \) of HHM when \( g_0 = 0 \). In corresponds to the planar ferromagnet in the absence of a \( z \) magnetic field discussed in Refs. 14 and 34. We can introduce a corresponding asymmetric three-field model (\( E' \)) by adding to \( F_0 \) terms terms linear in \( m \), as in (2.1c), but we shall not treat this model explicitly here. The recursion relations for model \( E' \) may be obtained analogously to those of Sec. III for model \( E \). The static recur-
sion relations are identical to (3.5)–(3.9), with in addition an equation for \( v_1^p = \mathcal{K}_d (v_1^p)^2 C_1 \),
\[
u_1^p = b^p (1 + \ln b (32 K \mu_t - 4 v_1^p)).
\] (E2)

The dynamic recursion relations can be written in terms of \( f_i \) and \( u_i \) of Eqs. (3.3) and (3.4) and
\[
\mu_i = \frac{\lambda_i}{\Gamma_i} C_i
\] (E3)

(note that \( \Gamma_i \) is real since the model is symmetric, i.e., even in \( m \)). These equations are
\[
f_{i+1} = b^p f_i \left[ 1 + \ln \left( \frac{4 \nu_i^p}{2 + \lambda_i^p} - \frac{f_i}{2 + \lambda_i^p} - \frac{1}{2} f_i \right) \right],
\] (E4)
\[
u_{i+1} = \nu_i \left[ 1 + \ln \left( \frac{f_i}{1 + \nu_i} + \frac{1}{2} f_i - 4 \nu_i^p + \lambda_i^p + \mu_i \right) \right],
\] (E5)
\[
\mu_{i+1} = \mu_i \left[ 1 - \ln \left( \frac{4 \nu_i^p}{1 + \nu_i} + \frac{f_i}{1 + \nu_i} - 4 \nu_i^p + \lambda_i^p + \mu_i \right) \right].
\] (E6)

Repeating the analysis of model C, or model F (Sec. III), for Eq. (E2), we find
\[
\nu_i^p = \frac{\alpha}{\nu} + \frac{1}{2} \epsilon + O(\epsilon^2),
\] (E7)

where \( \alpha = \max(\alpha, 0) \). Thus for \( \alpha < 0 \), \( \nu_i^p = 0 \) and the energy becomes uncoupled from \( \psi \) and \( m \) near \( T_c \).

The exponents and amplitude ratios are the same in models \( E' \) and \( E \), though of course the correction terms will differ. For \( \alpha > 0 \), we may combine Eqs. (E4) and (E5) to find
\[
f_{\omega} = 2 f_{\omega} / (1 + u_{\omega} - 8 v_{\omega} / (1 + \mu_{\omega})),
\] (E8)

irrespective of the values of \( u_{\omega} \) and \( \mu_{\omega} \). Then Eq. (E6) may be rewritten, using (E7), as
\[
\mu_{i+1} = \mu_i \left[ 1 - \ln \left( \frac{4 \nu_i^p}{1 + \nu_i} + \frac{f_i}{1 + \nu_i} - 4 \nu_i^p + \lambda_i^p + \mu_i \right) \right],
\] (E9)

which only has solutions
\[
\mu_{\omega} = 0,
\] (E10)
\[
\mu_{\omega} = \infty,
\] (E11)

of which (E10) is the stable one. It then follows from Eq. (E8) that
\[
u_{\omega} = \frac{1}{2} + O(\epsilon).
\] (E12)

Since both \( f_{\omega} \) and \( u_{\omega} \) are finite nonzero constants, we may repeat the analysis of Sec. III to find
\[
z = \frac{1}{2} d,
\] (E13)
\[
\lambda \sim K^{-d/2},
\] (E14)
\[
\Gamma \sim K^{-d/2},
\] (E15)

whereas the thermal conductivity \( \lambda^p \) is unrenormalized, and the thermal diffusivity has a scaling exponent
\[
z_{\xi} = 2 + \alpha / \nu.
\] (E16)

As mentioned in Sec. IV, we anticipate that higher-order corrections to the recursion relations may yield some of the same difficulties as were encountered in model \( C \) with \( n < 3/2 \), owing to the singular nature of the fixed point reached [see Eq. (E10)]. Nevertheless, dynamic scaling may hold for a suitable definition of the characteristic frequencies.

It is instructive to see what would have happened if the field \( \tilde{\xi} \) had been introduced as a nonconserved quantity. The operator \( \lambda^p \nabla \) in Eq. (E1c) would then be replaced by a constant \( \Gamma^p \), and the noise source \( \xi^p \) modified accordingly. The recursion relation for \( \Gamma^p \) would then read
\[
1 / \Gamma^p_{i+1} = b^{-1} (1 / \Gamma^p_i) [1 + O(\epsilon)].
\]

It follows that \( (1 / \Gamma^p_i) \) is a "fast transient," which rapidly tends to zero with increasing \( l \). The field \( \tilde{\xi} \) then responds instantaneously to fluctuations of \( \psi \) and \( m \), and may be eliminated in favor of an instantaneous interaction between the latter fields. The critical behavior is thus simply that of the two-field model \( E \). Alternatively, one could have eliminated the nonconserved field \( \tilde{\xi} \) from the equations of motion at the beginning, at the price of introducing interactions which are nonlocal in time. Since the retardation is of order \( C_0 / \Gamma^p \), which is short compared to the order parameter relaxation times near \( T_c \), one would not expect the \( \tilde{\xi} \) to affect the critical properties. Indeed, frequency-dependent interactions at intermediate stages of the renormalization group were already encountered in earlier discussions (Sec. III C) and were argued to be irrelevant.

More generally, it appears than any number of nonconserved fields may be added to the models listed in Table I, without any effect on the critical dynamics, provided that the overall symmetry and Poisson bracket relations for the order parameter and the various conserved fields are not altered.

APPENDIX F: PERTURBATION THEORY AND SECOND-ORDER CALCULATION FOR THE ANTFERROMAGNET

The diagrammatic formalism for model \( G \) is very similar to that for model \( E \). In the antiferromagnet the physical fields are the six real variables \( \varphi_0 \) and \( m_0 \), \( \alpha = 1, 2, 3 \). We introduce adjoint fields \( \tilde{\varphi}_0 \) and \( \tilde{m}_0 \), and define correlation functions in the same way as before. We may again define \( 2 \times 2 \) matrices \( G \) and \( D \), which are related to the nonzero correlation functions by
\[
G_{11} = C_{\varphi_0 \varphi_0},
\] (F1a)
\[
G_{12} = C_{\tilde{\varphi}_0 \varphi_0} = (C_{\tilde{\varphi}_0 \varphi_0})^* = G_{21}^*,
\] (F1b)
\[
D_{11} = C_m a_m, \quad (F1c)
\]
\[
D_{12} = C_m a_m = [C_m a_m]^* = D_{21}^*. \quad (F1d)
\]
The bare propagators \( G_{12}^0, D_{12}^0, \) and \( D_{11}^0 \) are the same as in (B5), but (B5a) must be replaced by
\[
G_{12}^0(k, \omega) = 2 \Gamma_0/(c_0 - i\omega + \Gamma_0 \sqrt{\nu_0 + k^2})^2. \quad (F2)
\]
Equation (B6) is now replaced by
\[
\mathcal{K}_7 = \int d^4x \left( \sum_{\alpha\beta} \epsilon_{\alpha\beta} \left( A_0^{-1} \chi_0 m_0 \bar{\psi}_\alpha \gamma_\mu \psi_\beta + c_0 \bar{\psi}_\alpha \gamma_\mu \psi_\beta \right) + 4 \Gamma_0 u_0 A_0^{-1} \sum_{\alpha\beta} \bar{\psi}_\alpha \gamma_\mu \psi_\beta \right),
\]
where \( \epsilon_{\alpha\beta} \) is the antisymmetric unit tensor. \( \text{[See Eq. (5.7).]} \]

The calculation of diagrams is identical to that for model E1, except for numerical factors arising from the sum over components in (F3) and the factor of \( \frac{1}{2} \) difference between (F2) and (B5a). For any given value of the parameters \( \nu_0, \beta_0, \Gamma_0 \), etc., the contributions of the various diagrams in Figs. 2 and 3 may be written as
\[
\Sigma_{21}^{(1)}(\text{model G}) = s^4 \Sigma_{21}^{(1)}(\text{model E1}), \quad (F4)
\]
\[
\Pi_{11}^{(1)}(\text{model G}) = p^4 \Pi_{11}^{(1)}(\text{model E1}), \quad (F5)
\]
where
\[
s^4 = 4, \quad s^8 = s^4 = p^8 = p^4 = 2,
\]
\[
s^8 = \frac{1}{4}, \quad p^8 = p^4 = 1. \quad (F6)
\]

Thus \( \Sigma_{21}^{(1)} \) is now given by Eqs. (D13) and (D14) multiplied by 2, whereas \( \Pi_{11}^{(1)} \) is precisely given by (D15). The lowest-order value of \( f_0 \) is the same as for model E1, but the lowest-order value of \( w_0 \) is now 3. For the diagrams other than \( \Pi_{11}^{(1)} \) and \( \Sigma_{21}^{(1)} \), it suffices to use these lowest-order values in the integrals, and we find, for \( d = 4 \) and \( r = 0 \), taking into account (F6):
\[
\Sigma_{21}^{(1)} + \Sigma_{21}^{(0)} = \Gamma_0 f_0^2 2^{-7} \left[ 4 \ln(\Lambda^2/r) + \ln(\Lambda^2/r) \right]
\times \left[ 3 + 42 \ln 7 + 61 \ln 3 - 132 \ln 2 \right]. \quad (F7)
\]
\[
\Sigma_{21}^{(1)} = \Gamma_0 f_0^2 2^{-5} \ln(\Lambda^2/r) \left[ 40 \ln 2 - 7 \ln 7 - 9 \ln 3 - 2 \right], \quad (F8)
\]
\[
\Sigma_{21}^{(0)}(0, \omega) = \Sigma_{21}^{(1)}(0, 0) + i \omega w_0 A_0^2(120) \ln \frac{\omega}{\Lambda^2}. \quad (F9)
\]
\[
\Pi_{21}^{(1)}(k, 0) = (\lambda_0 k^2/\chi_0) f_0^2 2^{-3} \left[ 4 \ln(\Lambda^2/r) + \ln(\Lambda^2/r) \right]
\times \left[ 30 \ln 15 - 120 \ln 2 - 1 \right], \quad (F10)
\]
\[
\Pi_{21}^{(1)}(k, 0) = (\lambda_0 k^2/\chi_0) f_0^2 2^{-3} \ln(\Lambda^2/r)
\left[ 60 \ln 2 - 15 \ln 15 - 1 \right]. \quad (F11)
\]
The constant \( \nu_0 \) must now be chosen as \( \frac{1}{4} \pi^2 \epsilon \). Let us write
\[
w_0 = 3 + w_0 \epsilon + O(\epsilon^2), \quad (F12)
\]
\[
f_0 = \epsilon + f_0^1 \epsilon^2 + O(\epsilon^3). \quad (F13)
\]
We then find
\[
\Gamma' = \Gamma_0 = (1 - \frac{3}{4} \epsilon - \frac{1}{4} \epsilon \ln 2) \left[ 7 + \frac{3}{4} \epsilon \ln(\Lambda^2/r) \right] + \frac{1}{3} \epsilon \ln(\Lambda^2/r) \left[ 8 f_0^2 - 2 w_0^2 - 19 \ln 2 \right]
+ \frac{1}{2} \epsilon \ln(\Lambda^2/r) \left[ \ln(\Lambda^2/r) \right]
+ \epsilon^2 \ln(\Lambda^2/r) \left[ \frac{1}{4} f_0^2 - \frac{1}{4} \frac{1}{12} \ln 2 + \frac{1}{3} \ln(\Lambda^2/r) \right]. \quad (F14)
\]

Applying the scaling laws (D23) and (D24), we obtain
\[
f_0' = -0.258, \quad (F16)
\]
\[
w_0' = -3.102. \quad (F17)
\]
The amplitude ratios defined by Eqs. (3.55) and (3.56) are
\[
R_\lambda = K_4(3\epsilon)^{-1/2}(1 - \frac{3}{4} \epsilon - \frac{1}{4} \epsilon \ln 2 - \frac{1}{2} f_0^1) \quad = K_4(3\epsilon)^{-1/2}(1 + 0.271 \epsilon), \quad (F18)
\]
\[
R_\Gamma = K_4(3\epsilon)^{1/2}(1 - \frac{3}{4} \epsilon - \frac{1}{4} \epsilon \ln 2 + \frac{1}{4} w_0^2 - \frac{1}{2} f_0^1) \quad = K_4(3\epsilon)^{1/2}(1 - 0.605 \epsilon). \quad (F19)
\]
We have used a relation analogous to (D30)—(D32),
\[
\Gamma = \Gamma_0'(1 + \frac{3}{4} \epsilon \ln 2)(k^{-1/4}) \quad \text{[see Eq. (F20)].} \quad (F20)
\]

An equation equivalent to (F20) was recently found by Freedman and Mazenko.\(^\text{13}\) As a result of a comparison of our Eq. (F20) with their work, we uncovered an error in an earlier version of the present paper, which had led to incorrect values for several of our universal ratios, at the linear order in \( \epsilon \).

Note that since \( \Gamma_0 \) is not measurable, Eq. (F20) cannot be compared directly to experiment. It is only one when one has determined \( w_0 \) and \( f_0 \) from a second-order calculation that one can make contact with experimental amplitudes via (F19).
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